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Abstract. Blood vessel networks, represented as 3D graphs, help pre-
dict disease biomarkers, simulate blood ow, and aid in synthetic im-
age generation, relevant in both clinical and pre-clinical settings. How-
ever, generating realistic vessel graphs that correspond to an anatomy
of interest is challenging. Previous methods aimed at generating vessel
trees mostly in an autoregressive style and could not be applied to vessel
graphs with cycles such as capillaries or specic anatomical structures
such as the Circle of Willis. Addressing this gap, we introduce the rst
application of denoising difusion models in 3D vessel graph generation.
Our contributions include a novel, two-stage generation method that se-
quentially denoises node coordinates and edges. We experiment with two
real-world vessel datasets, consisting of microscopic capillaries and major
cerebral vessels, and demonstrate the generalizability of our method for
producing diverse, novel, and anatomically plausible vessel graphs.

1 Introduction

Studying blood vessel networks as a 3D spatial graph oers a compact repre-
sentation of anatomical and physiological properties of the circulatory system
and, hence, has gained increasing interest in clinical [13] and pre-clinical im-
age analysis [15]. Vessel graphs previously have been used to predict disease
biomarkers [16], simulate blood ow [21], and create synthetic image-label pairs
for segmentation [23,14]. However, annotating large-scale samples is expensive
[29] and tedious [23]. To mitigate this issue, synthetic vessel graphs can aug-
ment real datasets for downstream tasks. While extracting vessel graphs from
a segmented volume has been studied numerous times [2,15], generating real-
istic vessel graphs remains relatively underexplored. Previous methods [22,14]
primarily rely on rule-based vessel-tree generation based on a predened oxygen
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concentration or nutrition distribution. However, such methods require precise
domain modeling and often require tuning a substantial hyperparameter space.
Therefore, a notable void exists, which is the generation of realistic 3D vessel
graphs in an entirely data-driven way.

Recently, diusion model-based graph generation has been successfully ap-
plied to various graph generation tasks ranging from molecule generation [24],
protein design [30], and material sciences [28]. While these spatial graph gen-
eration tasks share a common goal, they dier signicantly from each other in
terms of the inductive bias describing the physical quantity of interest and how
these quantities inuence each other. For example, in the case of molecule gen-
eration, two neighboring atoms (nodes) being carbons provide a strong bias for
the existence of a covalent bond. Such inductive bias in the form of node class,
however, does not apply to vessel generation. Hence, the model has to learn
entirely dierent co-dependencies and distributions; therefore, existing spatial
graph generation methods are not readily applicable to vessel graph generation
tasks. Furthermore, depending on the imaging resolutions, vessel graphs can
have dierent topological and physiological properties. For example, capillaries
are visible in microscopic images and contain a substantially higher number of
cycles than large arteries, which are visible in magnetic resonance images of the
brain. Hence, we aim to develop a exible data-driven model capable of gener-
ating vessel graphs across dierent imaging resolutions.

In this work, we introduce the rst denoising diusion-based method for
generating vessel graphs, addressing the challenge of simultaneously generating
nodes and edges – an issue we identify as ill-posed for vessel graphs. Our approach
focuses on rst generating node coordinates, followed by the denoising of edges.
This strategy allows the network to accurately model node distribution before
learning to connect these nodes into a coherent vascular graph topology. Our
experiments demonstrate the capability of our method to produce valid 3D vessel
graphs ranging from capillary to large vessel levels using real vessel data.

To summarize, our contributions are threefold. Firstly, we introduce a novel
diusion denoising-based vessel graph generation method, marking a rst in
this domain. Secondly, we address the complexity of generating vessel graphs
by proposing a tailored approach, sequentially denoising nodes and then edges.
Lastly, through experimentation with two real-world vessel datasets – one repre-
senting capillaries and the other large vessels – we validate our method’s ability
to generate diverse, unique, and valid vascular graphs.

2 Related Literature

Vessel Graph Generation: Previous methods have investigated autoregres-
sive vessel tree generation methods. Schneider et al.[22] used underlying oxy-
gen concentration to generate an arterial tree. However, such simulations are
costly, and recently, Rauch et al. [20] proposed a computationally ecient sta-
tistical algorithm. The resultant graphs are useful for generating synthetic image-
segmentation pairs to train segmentation models [10,14]. Parallelly, there have
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been attempts to generate vessel mesh. Wolternick et al. [27] proposed a gener-
ative adversarial network to synthesize coronary arteries. Recently, Feldman et
al. [4] used a variational-auto-encoder to generate intracranial vessel segments.
However, these network generation algorithms can not generate cycles in ves-
sel graphs, which are crucial features for many anatomical scenarios such as
capillary or Circle of Willis (CoW).

Difusion-based Graph Generation: Recent advancements in diusion mod-
els have led to the development of graph generation in various domains. Huang et
al. [8] proposed a method for generating permutation-invariant graphs. Jo et al.
[9] applied a score-based model for the graph generation process. Luo et al. [12]
proposed a spectral denoising technique to increase the generation speed of graph
models. Vignac et al. [24] developed a method for discrete denoising diusion for
categorical node and edge variables. Concurrently, Haefeli et al. [5] also utilize
discrete diusion models for graph generation. Peng et al. [17] tackled the issue
of atom-bond inconsistencies in 3D molecule generation. Hua et al. [7] proposed
a unied diusion approach for molecule generation. Vignac et al. [25] merged
discrete and continuous 3D denoising techniques to enhance molecule structure
generation. Pinheiro et al. [19] proposed generating molecular structures within
3D spaces using voxel grids. Despite many works on molecular graph generation,
there is a lack of diusion-based vessel graph generation algorithms.

3 Methodology

We want to generate spatial graphs with nodes embedded in 3D space and edges
with categorical attributes. Anatomically, the nodes represent the bifurcation
points of the vascular network, and the edges represent the vessels connecting

them. We denote xi ∈ R
3 for the 3D coordinates of the ith node and eij ∈ R

c for

the edge between the ith and jth node, where c is the number of edge classes.
Thus, a graph is encoded by its node coordinates X ∈ R

n×3 and categorical
edge adjacency matrix E ∈ R

n×n×c where n is the number of nodes.

3.1 Two-stage Denoising

In typical graph domains, e.g., for molecular graphs, the atom type and rotation
equivariance provide a strong bias to determine the edge class. However, a node in
a vascular graph does not exhibit the same property. The vascular nodes are often
assigned edge-derived attributes, such as the node degree and vessel radius, and
do not necessarily contain discriminative features for edge prediction. Thus, the
node location is the principal predictor of the edge existence [26]. As a result, we
believe that changing the node coordinates makes edge-type prediction dicult.
Once all the node locations are known, search for plausible edge conguration
benets from the collective inductive bias of the node coordinates. In light of the
above, we propose a two-stage graph generation strategy (c.f. Fig. 1). First, we
focus on generating a plausible set of node coordinates as point clouds. In the
second stage, we learn the edges, keeping the node coordinates xed.
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Continuous Node Denoising Discrete Edge Denoising

Fig. 1. Overview of our method. Left. First, we use a continuous diusion model to
generate plausible node locations. Right. Subsequently, we apply discrete diusion to
generate a plausible edge conguration given the node coordinates. The node coordi-
nates remain unchanged during edge learning. The model is optimized by LEdge and

focuses on the conditional edge distribution given node locations.

Node Denoising: We employ a denoising diusion probabilistic model [6] for
the node generation task. We add Gaussian noise to the node coordinates X0

using a xed noise model q


Xt | Xt−1


as follows

Xt :=
√
αtXt−1 +

√
1− αt

ϵ; ϵ ∼ N (0, I) and t ∈ [1, T ] (1)

where α1,α2, · · · ,αT controls the noise added to the coordinates. The scheduler
is selected such that α1 ≈ 1 and αT ≈ 0. This ensures that the coordinates have
been mapped into a standard Gaussian.

Next, we denoise the node coordinates using a reverse diusion process. Dur-
ing training, we select a random time point t and train the model to predict
the added noise. We employ a lightweight neural net with few fully connected
layers followed by multi-head cross-attention with time embedding. We denote
the model fγ with model parameter γ. We obtain Xt :=

√
ᾱtX0 +

√
1− ᾱt

ϵ

and predict the added noise as ϵ̂ := fγ(X
t, t), where ᾱt :=

t

s=1 α
s. We train

fγ by minimizing the following loss function.

LNode := Et,X0,ϵ ∥ϵ− ϵ̂∥2 (2)

Edge Denoising: Once the node denoising model is trained, we train an edge
denoising model. For this, we adopt the discrete diusion model [24,25]. We start
with edge attributes E0 and employ the following noise model.

q


E
t | Et−1



:= E
t−1Qt; t ∈ [1, T ] (3)

where Qt
ij := q



et = j | et−1 = i


is the Markov transition probability in the
state-space of edge categories. For a marginal distribution of m, the resultant
transition matrix is constructed as Qt := αtI + (1− αt)1cm

′, where ′ indicates
transpose operation and αt is the noise scheduler similar to the node diusion.

Following Vignac et al. [25], we adopt the graph transformer network [3] fδ
with parameter δ to model our edge denoising network. Note that [25] is explic-
itly designed for molecular graphs and, uses rotation equivariant layers. Vascu-
lar graphs, on the other hand, can have a particular orientation based on the
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anatomy of interest (e.g., in the case of the Circle of Willis). A rotation equiv-
ariant graph generation model can not capture such dataset property. Hence,
our model is not rotation equivariant to preserve dataset orientation property.
During training, we select a random time point t and obtain E

t using Eq. 3 and
predict the ground truth edge as Ê

0 := fδ(E
t,X0, t). The model is supervised

by cross-entropy (CE) loss.

LCE := Et,E0Eq(Et|E0)



ij

CE(E0
ij , Ê

0
ij) (4)

In addition to the correct edge class, the node degree between edges is vital in
vascular graphs [13]. Thus, we introduce a novel node degree loss. With multiple
valid edge congurations for the given node locations, the model should predict
a degree distribution akin to the ground truth. Thus, we use a KL divergence
loss between prediction and target node degree distribution over a mini-batch.
However, we need the adjacency matrix to compare the node degree, which
requires discrete sampling from the predicted edge adjacency likelihood. This
operation would break the gradient backpropagation. To address this issue, we
use the Gumbel-softmax (GS) trick for the adjacency matrix sampling. The node
degree loss is computed as

L◦ := KL


pdeg(E
0)||pdeg(GS(Ê0))



(5)

The total loss for edge denoising is LEdge = LCE+L◦. We study the contribu-

tion of these losses in our ablation study.

3.2 Graph Generation

Once both fγ and fδ are trained, we can use it for sampling vessel graphs. First,
we sample the number of nodes, n, from possible discrete values. Next, we sample
XT ∼ N (0, I) and perform the following denoising steps from t = T, T−1, · · · , 1
to obtain the posterior pγ



Xt−1 | Xt


as follows:

Xt−1 =
1√
αt



Xt − 1− αt

√
1− ᾱt

ϵ̂
t



+
√
1− αt

ϵ (6)

where ϵ ∼ N (0, I) if t > 1, else ϵ = 0. Once we have X0, we sample E
T
ij ∼ m

to start the edge denoising steps from t = T, T − 1, · · · , 1. We rst obtain Ê
0

from E
t and compute the posterior distribution of the edge category using the

following as proposed in [1,24]

pδ


E
t−1
ij | Et

ij



=
E

t
ijQ

t′

ij ⊙ Ê
0
ijQ̄

t−1
ij

Ê0
ijQ̄

t

ijE
t′
ij

(7)

where Q̄
t
:= Q1 . . .Qt and ⊙ denotes pointwise multiplication. In the next step,

we sample the categorical value of edge attributes from E
t−1
ij ∼ pδ



E
t−1
ij | Et

ij



.
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Fig. 2. Two real-world vessel datasets. Left. An example from VesSAP and the cap-
illary level vessel graph patch. Right.The extracted metric graph for the blood vessel
in CoW. (Best viewed when zoomed in)

4 Experiments

Datasets: We have experimented on two real-world publicly available datasets.
The rst one consists of microscopic images of capillary-level vessel graphs,
namely VesSAP [23,15]. We have chosen 24 annotated volumes, and the ex-
tracted graphs from Voreen [2]. For our experiments, we used a patch size graph
of 48 × 48 × 48 in the voxel space in the original resolution. We have used the
radius information to create 4 edge classes based on thickness, including one
background (no-edge) class. For the second dataset, we have the Circle of Willis
(CoW) dataset consisting of 390 MRA images from CROWN 6 (n=300) and Top-
CoW (n=90) [29] challenges. We used a multi-class segmentation tool trained on
the TopCoW dataset to segment the CROWN datasets and Voreen to extract
graphs from the segmentation. For CoW data, we used the whole CoW graph as
one sample, and it has 14 classes of edges containing dierent artery labels and
a background class. For both datasets, we have used the rened graph [2].

Baselines: There is a notable void in data-driven vessel graph generation meth-
ods. Although tree-generation methods exist, they are not applicable in our set-
ting since we are also interested in generating cycles in the graph. Therefore,
we select two recent molecular graph generation methods, namely Congress [24]
and MiDi [25], that can generate 3D spatial graphs with cycles as baselines.

Metrics: We acknowledge that nding a single good metric to benchmark ves-
sel graph generation methods combining both the node coordinates and the edge
information is dicult. It has been reported that when the generated graphs ac-
curately represent real data distribution, they improve downstream performance
[10]. Previous work [4] has used distributional dierences in radius, total length,
and tortuosity between generated and real mesh. Along this line, we adopt the
following physical parameters to compute the KL divergence between real and
generated graphs. For nodes, we use 3D coordinate positions ({x, y, z}) and node
degree (deg(V)). For edges, we use total edge number (|E |), edge length (lE), an-
gle between edges (E ∠), edge orientation with three axes {θ,ϕ,ψ}, Bett-0 for
connected component (β0), and Betti-1 for cycles (β1).

6 https://crown.isi.uu.nl/
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Table 1. Comparison of our method against the existing spatial graph generation
methods. Our proposed two-stage solution outperforms the existing baselines, achieving
the lowest KL divergence on both the VesSAP and the CoW datasets.

Methods x, y, z deg(V) |E | lE E ∠ θ,ϕ,ψ β0 β1

V
es
S
A
P Congress [24] 0.003 0.211 0.288 0.112 0.202 0.002 6.226 8.251

MiDi [25] 0.011 0.023 0.002 0.003 0.011 0.003 0.014 0.074
Ours 0.002 0.006 0.001 0.006 0.005 0.001 0.001 0.068

C
o
W

Congress [24] 0.003 0.010 0.046 0.065 0.081 0.005 0.051 0.032
MiDi [25] 0.010 0.011 0.040 0.012 0.007 0.005 0.049 0.028
Ours 0.002 0.003 0.004 0.006 0.007 0.002 0.015 0.017

Implementation Details: The node-denoising network works with normal-
ized coordinates and uses two blocks, each containing 1) A multi-layer percep-
tion (MLP) to process the coordinates, 2) an MLP to process the denoising
timestep (encoded as a sinusoidal positional embedding), and 3) A multi-head
self-attention (MSA) processes the summed output of the two MLPs. A nal
MLP projects the features to R

3. All the layers use a hidden dimension of size
256. The edge-denoising network is composed of eight blocks. Each block gets the
node coordinates, noisy edges, and the timestep information as input. A feature
transformation layer (FiLM) [18] processes the edges and timestep information
and merges them with node features. The resultant node features are passed
through an MSA. The nal node features predict the output edges. Please re-
fer to the supplementary for all models’ hyperparameters. All models (including
baselines) are trained from scratch for 1000 epochs on a single A-6000 GPU with
a batch size 64. We use AdamW [11] optimizer with a learning rate of 0.0003.
We implement the code using the pyTorch and pyTorchGeometric libraries. Our
code is available at https://github.com/chinmay5/vessel_diffuse

Results and Discussion: Table 1 compares the statistics of the generated 3D
vessel graphs with the state-of-art methods, viz., the discrete graph generation
model MiDi and the continuous model, Congress. Congress yields overconnected
graphs, failing to reect the actual distribution. MiDi performs better but strug-
gles with connectivity (node degrees, β0) and edge properties (length, number
of edges). Our graph generation model outperforms the baseline methods on
both CoW and VesSAP datasets, producing graphs that most closely emulate
the sample statistics and obtain the lowest KL divergence for various graph and
topology metrics. This result validates the utility of our two-stage design princi-
ple, which starts with node diusion and then moves on to edge diusion. Please
refer to the supplementary for a detailed comparison of distribution.

Figure 3 shows visual examples of the graphs generated by our model and
the ground truth. Our model is able to capture the complex vascular shapes in
the VesSAP dataset and can generate cycles of similar complexity. The CoW
dataset has a specic orientation of edges, which is again captured faithfully by
our model. Please refer to the supplementary for more qualitative results.
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Fig. 3. VesSAP and CoW graphs generated by our model in comparison to ground
truth samples. Our model is able to learn complex structures, such as loops and orien-
tation characteristics for both datasets.

Table 2. Ablation of rotation equivariance (R.E.), two-stage denoising model (II S),
and the degree loss L◦ for CoW dataset. The best model is not rotation equivariant
and uses two-stage denoising and degree loss. All values are reported in units of 10−2.

R.E. II S L◦ x, y, z deg(V) |E | lE E ∠ θ,ϕ,ψ β0 β1

✓ ✗ ✗ 1.04 1.12 4.01 1.29 0.78 0.52 4.89 2.01
✗ ✗ ✗ 0.44 1.89 4.43 6.08 8.14 0.33 11.16 4.31
✗ ✓ ✗ 0.21 0.29 3.43 0.74 0.81 0.19 1.10 2.31
✗ ✓ ✓ 0.21 0.29 0.40 0.63 0.74 0.19 1.54 1.71

Ablation: We analyze the importance of dierent components of our proposed
method. We choose the Circle of Willis dataset for our ablation experiments. We
summarize the results in Table 2. Disabling the rotation equivariance (R.E.) in
the edge denoising blocks enables the model (Row 2) to learn about the vascular
graphs’ inherent orientation bias. Although this leads to graphs with better
orientation (θ,ϕ,ψ), R.E. is a powerful inductive bias for edge connectivity, and
naively turning it o leads to very sparse graphs (signicant deterioration in
β0). We switch to our two-stage (II S) denoising approach to counteract the
increase in sparsity. We observe an immediate performance improvement, with
most statistics better than the baseline (Row 3 vs. Row 1). We further improve
the quality of the generated samples by incorporating a loss on the node degree
distribution. This loss provides additional supervision for generating graphs and
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further improves topological properties, leading to samples that most closely
emulate the ground truth distributions (Row 4).

5 Conclusion

Generating spatial vascular graphs is a clinically relevant, albeit challenging task.
In this work, we propose a two-stage approach to generate graphs that better
capture the vascular intricacies. To the best of our knowledge, this is the rst
application of a diusion model to generate vascular graphs. Since the diu-
sion process is at the heart of our method, we can easily extend our method to
generate graphs conditioned on, for instance, disease labels. We defer such ex-
tensions to future work. Most importantly, diusion models have revolutionized
generative modeling, outperforming other competitive methods, and we hope
our method paves the way for more widespread adoption of diusion models for
vascular graph generation.
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