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Abstract. Assessment of the glomerular basement membrane (GBM) in
transmission electron microscopy (TEM) is crucial for diagnosing chronic
kidney disease (CKD). The lack of domain-independent automatic seg-
mentation tools for the GBM necessitates an Al-based solution to auto-
mate the process. In this study, we introduce GBMSeg, a training-free
framework designed to automatically segment the GBM in TEM images
guided only by a one-shot annotated reference. Specifically, GBMSeg
first exploits the robust feature matching capabilities of the pretrained
foundation model to generate initial prompt points, then introduces a se-
ries of novel automatic prompt engineering techniques across the feature
and physical space to optimize the prompt scheme. Finally, GBMSeg
employs a class-agnostic foundation segmentation model with the gen-
erated prompt scheme to obtain accurate segmentation results. Experi-
mental results on our collected 2538 TEM images confirm that GBMSeg
achieves superior segmentation performance with a Dice similarity co-
efficient (DSC) of 87.27% using only one labeled reference image in a
training-free manner, outperforming recently proposed one-shot or few-
shot methods. In summary, GBMSeg introduces a distinctive automatic
prompt framework that facilitates robust domain-independent segmenta-
tion performance without training, particularly advancing the automatic
prompting of foundation segmentation models for medical images. Fu-
ture work involves automating the thickness measurement of segmented
GBM and quantifying pathological indicators, holding significant poten-
tial for advancing pathology assessments in clinical applications. The
source code is available on https://github.com/SnowRain510/GBMSeg
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1 Introduction

Renal pathology remains the gold standard for diagnosing various kidney diseases
and is essential for formulating treatment strategies and predicting prognosis.
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Histopathological evaluation of glomerular basement membrane (GBM) plays a
crucial role in the diagnosis |2|. Conditions such as membranous nephropathy
(MN) and certain primary glomerular diseases can contribute to the increase or
decrease in GBM thickness. By precisely evaluating the GBM, pathologists can
provide valuable assistance in determining the specific type of disease affecting
a patient. The GBM typically ranges from 100 to 400 nanometers in thickness,
requiring transmission electron microscopy (TEM) for accurate visualization of
this pathological tissue [21]. The abundance of ultrastructures to be examined
contributes to a time-consuming and labor-intensive process. Meanwhile, the
lack of automated segmentation methods constrains the diagnostic procedure of
qualitative analyses of GBM thickness.

Several studies conduct to automate the analysis of TEM images [4,/8,/10].
However, successfully executing the entire automated process for GBM segmen-
tation is challenging. The GBM with notably indistinct boundaries with the inner
capillary endothelium and outer foot processes, poses a significant challenge for
the segmentation of these boundaries [17]. Recently, some attempts are made to
overcome the challenge, M.Rangayyan et al. [14] propose a semi-automatic GBM
measurement technique based on the Canny edge detector and active contour
method to extract GBM contours under manual supervision. Cao et al. |1] in-
troduce a random forest (RF) based machine learning method for the automatic
segmentation of basement membranes using 330 annotated TEM images. Wen et
al. |18| apply the DeepLab-v3-based semantic segmentation algorithm, use the
null convolution to expand the perceptual field, control the feature resolution of
the image, and achieve a better GBM segmentation using 120 annotated TEM
images. Yang et al. |19] utilize a multi-scale attentional convolutional neural net-
work (CNN) to automatically segment glomerular electron-dense deposits with
1,200 annotated TEM patches. Lin et al. 7] tackle self-supervised representation
learning to utilize vast unlabeled data and mitigate annotation scarcity, validate
on 18,928 unlabeled glomerular TEM images for self-supervised pre-training and
fine-tune on 311 labeled images. Wang et al. |17] propose a network architec-
ture, RADS-Net, whose segmentation module combines the advantages of vision
transform (ViT) and CNN to achieve better performance in GBM contours seg-
mentation task with 30,000 annotated GBM patches.

However, those aforementioned computer-aided diagnostic methods for seg-
menting GBM have several limitations. On the one hand, TEM images exhibit a
complex background and high resolution, necessitating significant labor costs for
pixel-level annotation. Despite efforts by Wang et al. |17] to simplify the anno-
tation process through semi-automated dataset construction, the specialization
of medical data still demands substantial time investment from pathologists for
annotation and correction of training data. On the other hand, a domain shift
problem arises in TEM images due to different digital devices. Traditional deep
learning methods trained and tested for GBM segmentation typically rely on
data obtained from the same digital device. This makes the training of the model
prone to reaching the local optimum of the current domain, and generalization
becomes challenging.
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In recent years, research on foundational models in natural language pro-
cessing (NLP) has been progressively influencing the field of computer vision
(CV) |5,/13]. Especially, Pretrained foundation models (PFMs) represented by
DINOv2 [12] acquire generalized visual features by capturing intricate informa-
tion at the patch levels, relying solely on raw image data. The learned generic
visual features ensure robust zero-shot transferability for downstream tasks. Si-
multaneously, the Segment Anything Model (SAM) [6] demonstrates remarkable
zero-shot segmentation performance, showcasing considerable potential in open-
world image perception. By combining two types of foundational models, a recent
work by Liu et al. [9] introduces a new paradigm that implements a training-
free segmentation framework on natural images, representing an exploration of
automated prompt engineering for the one-shot segmentation task.

Building upon the aforementioned inspiration and committed to addressing
the challenges mentioned above, we present GBMSeg, the training-free model
is guided by the one-shot reference image to accurately segment the GBM in
TEM images. To enhance the integration of feature matching and SAM for syn-
ergistic benefits, we develop a series of automatic prompt engineering techniques
across the feature and physical space aimed at improving segmentation quality.
A total of 2538 TEM images from 286 kidney biopsy samples are digitalized
as our dataset. GBMSeg achieves the highest Dice Similarity Coefficient (DSC)
of 87.27% in a training-free paradigm using only a single annotated reference
image, outperforming the recently proposed one-shot or few-shot segmentation
methods.

2 Methodology

This section introduces our training-free framework, GBMSeg, designed for the
segmentation of the GBM in TEM images with a one-shot reference approach.
The overview of GBMSeg is illustrated in Fig.[I] Our framework consists of three
components: Patch-level feature extraction, automatic prompt engineering, and
GBM segmentation. Specifically, given a target image x; and a one-shot ref-
erence image x,, we divide both into 16 x 16 patches p; and p, using sliding
windows with overlap. Firstly, the Patch-level feature extraction module gener-
ates a correspondence matrix My by calculating the similarity between p; and
pr. We then utilize the M, to design a series of prompt engineering for obtaining
optimal positive and negative prompt points. Finally, these prompt points are
used as inputs to SAM, facilitating the generation of mask proposals. In the
following subsections, we will describe the process of automatically generating
the prompting scheme in the first two components in detail.

2.1 Patch-level feature extraction

To generate the prompt points of the GBM (or background) in the target image
automatically, we need to build a patch-level correspondence matrix between
the reference image z, and the target image x;. Specifically, we first rely on the
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Fig. 1. The workflow of GBMSeg, the one-shot reference guided training-free frame-
work, automates the segmentation of the GBM through three components: Patch-level
feature extraction, automatic prompt engineering, and GBM segmentation.

image encoder from DINOv2 to extract patch-level features for both x; and
x, which are represented by f; and f,, respectively. Patch-level correspondence
matrix between the f; and f, is computed to discover the most similar regions
of the GBM (or background) on the target image. We define a correspondence
matrix M, as follows:

(M) = || 7= £, (1)
Here, (M,);; represents the Euclidean distance between the i-th patch features
fi from f, and the j-th patch features f{ from f;. A smaller value of (Mj);;
indicates that the j-th patch is more similar to the i-th patch. Thus, we can

obtain the patch from the target image that has the highest similarity to each
patch in the reference image via Mj.

2.2 Automatic prompt engineering

SAM serves as a robust foundational model for image segmentation, demon-
strating the potential for zero-shot learning through carefully designed prompts.
Similar to NLP, the efficacy of prompts profoundly influences SAM’s output re-
sults. Consequently, leveraging SAM’s impressive performance in class-agnostic
segmentation, we transform the semantic segmentation task into an endeavor
focused on automatically generating high-quality ptompt point. As shown in
Fig. 2] we devise a series of prompt engineering strategies across the feature
and physical space to systematically enhance the segmentation properties of the
GBM, a procedural elucidation of which is expounded below.

Forward matching. Given a target image, our objective is to employ the
My for the automatic generation of prompt points by selecting the most similar
patches from the reference image. We define the patches from z,, whose centers
are on the reference mask as p?, and the patches whose centers are not on the
reference mask as p'. For each z;, we can use M, in the feature space to obtain
the most corresponding patch p? (or p}) for each p? (or p), and set it center as
a positive prompt point (or a negative prompt point).
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Fig. 2. A process for automatic prompt engineering. As the prompt engineering is
refined, the prompt scheme is gradually optimized.

Backward matching. Ideally, all patches from the GBM region (or back-
ground) in the reference image should be matched as p! (or p}) via forward
matching. However, in comparison to natural images, the background of TEM
images is more complex, and the edges of the GBM are more blurred. Relying
solely on forward matching will lead to imprecise and incomplete segmenta-
tion results attributed to numerous wrong prompt points. To eliminate incorrect
prompt points, we perform backward matching on the prompt points p? (or p})
obtained from forward matching to x,. using M;. For each p! (or p}), if the most
correspond patches are p? (or p!’), these prompt points are retained. Conversely,
if the most corresponding patch is p}* (or p?), these points are excluded. In addi-
tion, these excluded points with correspondence exceeding the mean value would
be employed as hard negative sampling prompt points in subsequent steps.

Exclusive sampling. Through forward and backward matching prompt en-
gineering, we have substantiated the accuracy of generated prompt point in the
feature space. To further optimize the prompt scheme, we employ exclusive sam-
pling in the physical space. Specifically, by defining a hyperparameter D.,, we
exclude all negative prompt points within the range defined by each positive
prompt point as the center of the circle and D., as the search radius. This
approach ensures the maximization of negative prompt points for errors in the
physical space.

Sparse sampling. The rationale behind our point generation involves iterat-
ing over all p? and p]' to generate prompt points, resulting in a substantial num-
ber of positive prompt points and negative prompt points for each z;. However,
the features of background or target exhibit significant diversity. Overempha-
sizing the same region can cause SAM to disregard other regions. For instance,
when the features in the target image strongly correlate with those in the ref-
erence image, an abundance of prompt points may concentrate on that region,
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leading to excessive attention to that specific area and neglecting other regions.
Therefore, we employ sparse sampling in the physical space to sparsify positive
prompt points (or negative prompt points), aiming for a more balanced focus on
the GBM region (or background) to enhance segmentation performance. Specif-
ically, we introduce a hyperparameter D, to conduct a search with all selected
prompt points as the center of the circle and Ds), as the search radius. If there
exists a set of prompt points of the same class within the range, we compute
the average distance between all prompt points and other classes of prompt
points separately, retaining the prompt point with the largest distance. This
sparsification of prompt points in physical space aims to enhance the subsequent
segmentation performance of SAM.

Hard sampling. To minimize false positive segmentation of background re-
gions similar to GBM regions, we employ a collection of hard negative prompt
points. These prompt points are selected based on their correspondence value
exceeding the mean value and are removed during the backward matching proce-
dure. These hard negative sampling prompt points, which represent false positive
prompt points, are then incorporated into the negative prompt points.

3 Experimental Results

3.1 Dataset preparation

A total of 286 kidney biopsy samples from patients are collected at the Second
Affiliated Hospital of Shanxi Medical University between 2020 and 2022. The
dataset comprises a diverse range of chronic kidney diseases, such as membranous
nephropathy, diabetic nephropathy, microscopic lesions, and others. From these
kidney biopsy samples, a total of 2538 TEM images of glomeruli are digitalized
using the JEM-1400 FLASH TEM, operating at 120 kV acceleration voltage,
and magnification varied between 2500x and 15000x. Ethical approval for data
collection is obtained from the Ethics Committee on Human Research of the
Second Affiliated Hospital of Shanxi Medical University (No. YX.026). All TEM
images are labeled by three pathologists using Labelme [15] to annotate the
GBM. Only one of these images served as the reference of GBMSeg, while the
remaining are employed to evaluate the model’s performance.

3.2 Implementation detail

Our experiments are carried out on a Linux server platform equipped with an
NVIDIA Tesla V100. In the patch-level feature extraction stage, we utilize DI-
NOv2 with a ViT-L/14 as the default image encoder. The SAM serves as the
segmenter, incorporating ViT-H, ViT-L, and ViT-B, with their performances
compared. Notably, our model is training-free, and to emphasize, any training
is not employed for segmenting the GBM. During the testing phase, we employ
the DSC to evaluate the segmentation performance of the proposed method.
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3.3 Ablation study

We conduct ablation experiments to evaluate the segmentation performance of
different model components. The quantitative segmentation results, compared to
various prompt engineering schemes, are presented in Table[I] As the components
in the automatic prompt engineering continue to be refined, multiple backbone
architectures exhibit improved SAM segmentation performance.

Table 1. The performance comparison of different model components (Unit: %).

Forward Backward Exclusive Sparse Hard

Matching Matching Sampling Sampling Sampling VIT-L VIT-H VIT-B- Ave.

4 59.73  9.68 49.77 39.73
v v 71.69 54.46 41.32 55.82
v v v 82.11 62.38 59.50 67.99
v v v 4 84.94 84.44 T71.34 80.24
v v v 4 v 87.27 85.56 73.77 82.20

The corresponding qualitative segmentation results are also displayed in Fig.
Specifically, forward matching alone leads to a significant number of erro-
neous and redundant prompt points, resulting in high false positives and false
negatives. The introduction of backward matching reduces the occurrence of
erroneous prompt points to a certain extent and enhances the recall of seg-
mentation results. Exclusive sampling further corrects for false negative prompt
points, contributing to a more comprehensive segmentation of the GBM. Mean-
while, sparse sampling helps refine the prompt points, improving segmentation
accuracy by eliminating excessive prompt points in similar regions. Finally, hard
sampling is employed to increase the number of challenging negative prompt
points, negatively prompting the background area around the target and opti-
mizing segmentation performance.

Additionally, we conducted hyperparameter selection experiments for exclu-
sive sampling and sparse sampling. For exclusive sampling, the performance is
optimal when D, selects 25% of the image size. For sparse sampling, the best
performance is achieved when D;), for positive sampling points is set to 0, and
Dy, for negative sampling points is set to 12.5% of the image size. This may
be due to the fact that a dense distribution of negative prompts in regions with
heterogeneous background features can degrade SAM segmentation performance.
Conversely, in targets with homogeneous features, a dense positive prompt dis-
tribution does not degrade SAM segmentation performance and helps counteract
the impact of some erroneous negative prompts.
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Fig. 3. Different stages of the automatic prompt engineering yield positive and negative
prompt schemes, alongside corresponding GBM segmentation results. Notably, as the
components of automatic prompt engineering are refined, the segmentation results
steadily converge toward the ground truth.

3.4 Performance comparison with few-shot and one-shot methods

To assess the effectiveness of the synergy between the proposed automatic prompt
engineering and SAM, we compare GBMSeg with state-of-the-art few-shot or
one-shot segmentation networks , as well as recently introduced training-
free segmentation frameworks @ The experimental results, presented in
Table 2, demonstrate that GBMSeg not only outperforms the current state-of-
the-art training-free methods but also excels over both the one-shot and few-shot
training methods. Our model achieves optimal performance with minimal train-
ing resources by implementing an effective prompt scheme to assist the SAM in
segmenting the GBM.

Table 2. The performance comparison with few-shot and one-shot methods (Unit: %).

Methods Annotated samples SAM-based Traing-free DSC
HSNet-1 [11] One-shot X X 21.03
HSNet-5 \\ Five-shot X X 50.34
VAT-1 [3] One-shot X X 68.74
VAT-5 3] Five-shot X X 78.81
SegGPT [16] One-shot X 4 74.31
PerSAM |20 One-shot v v 42.39
Matcher One-shot v v 69.09
GBMSeg (Our work) One-shot v v 87.27
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4 Conclusion

In this study, we introduce GBMSeg, a training-free model designed to segment
the GBM in TEM images, guided only by a one-shot reference. The proposed
framework leverages the robust feature matching capabilities inherent in a uni-
versal feature extraction model to generate initial positive and negative prompt
points. Subsequently, it employs a series of novel automatic prompt engineering
techniques across the feature and physical space to obtain optimized prompt
schemes. The refined prompt scheme is then input into a foundation segmenta-
tion model, resulting in the final segmentation outcome. GBMSeg demonstrates
exceptional performance, achieving a DSC of up to 87.27% on 2538 glomerular
TEM images, using only one annotated reference image. This performance es-
tablishes GBMSeg as outperforming the recently proposed one-shot or few-shot
segmentation methods. Rigorous experiments on ablation studies also substanti-
ate the efficacy of each component in the automatic prompt engineering process.
In summary, GBMSeg adeptly and efficiently segments GBM only using a one-
shot reference, offering a training-free paradigm. Future endeavors include the
quantification of pathological metrics hold significant potential for enhancing
pathological assessment and decision-making in clinical applications.
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