
MemWarp: Discontinuity-Preserving Cardiac
Registration with Memorized Anatomical Filters

Hang Zhang1 �, Xiang Chen2, Renjiu Hu1, Dongdong Liu3, Gaolei Li4, and
Rongguang Wang5

1 Cornell University
2 Hunan University

3 New York University
4 Shanghai Jiao Tong University

5 University of Pennsylvania
hz459@cornell.edu

Abstract. Many existing learning-based deformable image registration
methods impose constraints on deformation fields to ensure they are glob-
ally smooth and continuous. However, this assumption does not hold in
cardiac image registration, where different anatomical regions exhibit
asymmetric motions during respiration and movements due to sliding
organs within the chest. Consequently, such global constraints fail to
accommodate local discontinuities across organ boundaries, potentially
resulting in erroneous and unrealistic displacement fields. In this pa-
per, we address this issue with MemWarp, a learning framework that
leverages a memory network to store prototypical information tailored
to different anatomical regions. MemWarp is different from earlier ap-
proaches in two main aspects: firstly, by decoupling feature extraction
from similarity matching in moving and fixed images, it facilitates more
effective utilization of feature maps; secondly, despite its capability to
preserve discontinuities, it eliminates the need for segmentation masks
during model inference. In experiments on a publicly available cardiac
dataset, our method achieves considerable improvements in registration
accuracy and producing realistic deformations, outperforming state-of-
the-art methods with a remarkable 7.1% Dice score improvement over
the runner-up semi-supervised method. Source code will be available at
https://github.com/tinymilky/Mem-Warp.

Keywords: Deformable image registration · Memory network · Discon-
tinuity preserving

1 Introduction

Cardiovascular disease, a major cause of death worldwide [22], depends on med-
ical imaging, especially cine-MRI [13], for diagnosis and treatment. Deformable
image registration [3], a crucial step for cardiac analysis, has seen improvements
through learning-based neural networks. These models vary from unsupervised
to semi- and weakly-supervised frameworks. Unsupervised methods are favored
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for their simplicity, requiring only raw images for training and inference. In con-
trast, semi-supervised methods need segmentation masks during training, while
weakly-supervised models require them in both training and inference phases.

Learning-based registration models [3, 7, 16] outperform traditional iterative
optimization approaches [1, 2, 4, 15, 23] in efficiency and precision. Yet, they of-
ten presuppose globally smooth deformations, a premise that doesn’t align with
the dynamic nature of cardiac motions influenced by heartbeat and respiratory-
induced organ sliding. Additionally, volume shifts between end-diastole (ED) and
end-systole (ES) phases, such as expansion of the left ventricular myocardium
(LVM) and reductions in the left ventricular blood pool (LVBP) and right ven-
tricle (RV), underscore the need for models that can handle local discontinuities
to accurately depict cardiac motions.

Despite the clear need for discontinuity-preserving methods to capture the
cardiac cycle’s complexity, the field remains underexplored. Ng et al. [18] pio-
neered this area by integrating a discontinuous regularizer for local discontinu-
ity without segmentation masks in an unsupervised manner, though accurately
defining organ boundaries remains challenging. DDIR [9] and textCSF [8] address
this by using segmentation masks to refine boundaries in a weakly-supervised
manner, yet they require segmentation masks during both training and inference,
making registration accuracy highly dependent on the quality of segmentation.

To tackle these challenges, we introduce MemWarp, a semi-supervised frame-
work that balances local smoothness with the preservation of local disconti-
nuities. MemWarp sets itself apart from existing approaches in two key ways.
First, it decouples feature learning from similarity matching by utilizing Lapla-
cian pyramids to create residual deformation fields at each level of a Unet [20],
allowing it to capture deformations from coarse to fine. Second, unlike con-
ventional learning-based methods that entangles features of moving and fixed
images, MemWarp uses the fixed image’s feature map to steer the creation of
dynamic filters. These filters, tailored to specific anatomical regions, improve
the model’s ability to manage discontinuities across different areas. MemWarp’s
performance is validated on a public cardiac dataset [5], where it surpasses other
state-of-the-art semi-supervised methods by a large margin. The main findings
of this study are as follows:

– Decoupling feature extraction from similarity matching yields registration
accuracies on par with intertwined methods in unsupervised contexts;

– This decoupling allows flexible use of fixed feature maps, leading to a memory
network that retains dynamic filters specific to anatomical regions to promote
local discontinuities;

– MemWarp excels beyond all leading semi-supervised methods in registra-
tion accuracy, achieving a significant 7.1% improvement in Dice score; it
outperforms discontinuity-preserving models without needing the segmenta-
tion masks for inference that are typically required by these approaches.
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2 Methodology

2.1 Preliminaries

Deformable image registration aims to establish voxel-level correspondences be-
tween a moving image Im and a fixed image If . The spatial relationship is
represented by ϕ(x) = x+u(x), where x is a spatial location within the domain
Ω ⊂ RH×W×D, and u(x) denotes the displacement vector at that location.
In unsupervised learning, a network Fθ is trained to predict the deformation
field ϕ, with its weights θ optimized by minimizing a composite loss function
L. This function combines metrics for dissimilarity between the warped mov-
ing image and the fixed image, and the smoothness of the deformation field:
L = Lsim(If , Im ◦ ϕ) + λLreg(ϕ). Here, λ serves to balance the smoothness con-
straint on the deformation field, with methods like the discontinuous regularizer
proposed by Ng et al. [18] falling under this strategy. Semi-supervised methods,
including our MemWarp, introduce an additional Dice loss Ldsc(Jf ,Jm ◦ ϕ) to
assess the dissimilarity between the warped moving mask and the fixed mask.
Weakly-supervised models need mask inputs for the network Fθ. For instance,
DDIR [9] requires both moving and fixed masks, while textSCF [8] requires only
the fixed mask.

2.2 Laplacian Pyramid Warping Network

To decouple feature extraction from similarity matching, we develop a Laplacian
pyramid warping network (LapWarp) that leverages residual deformation fields
across multiple scales, from coarse to fine. Contrary to previous method LapIRN
[16,17], which applies image pyramids directly to raw images, LapWarp performs
warping on feature maps and allows for interactions at all levels of the pyramid.
This ensures stable training within its pyramid framework without requiring the
warm starts or multi-stage coarse-to-fine training strategies.

Network Architecture: LapWarp deviates from classic Unet by stacking
moving and fixed images across the batch dimension and employing a unique
decoder structure. In each decoder level, moving image features are first warped
using the previous level’s field. A standard decoder layer then extracts features
from both images as a batch, which a flow generator uses at each pyramid level
to create the residual deformation field by re-stacking features along channels.

Given n pyramid levels, we obtain n residual deformation fields, labeled from
∆ϕ̃n to ∆ϕ̃1, and n+ 1 total deformation fields, labeled from ϕn+1 to ϕ1, with
both sets following the convention that a larger index indicates a coarser level.
At level i + 1, the feature maps Îmi+1 and Îfi+1 are generated by its decoder
di+1. These feature maps, stacked along the channel dimension, are processed
by the flow generator fi+1 to produce the residual deformation field ∆ϕi+1 =
fi+1(Îmi+1

⊕ Îfi+1
). This residual field is then combined with the upsampled and

scaled (by a factor of 2) deformation field ϕ̃i+2 from level i + 2, resulting in
the deformation field for level i+ 1, given by ϕi+1 = ∆ϕi+1 + ϕ̃i+2. For the ith
level, the encoder feature maps Imi

and Ifi , together with upsampled decoder
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Fig. 1: Schematic representation of the MemWarp framework. The left panel
depicts a 2-level LapWarp network employing Laplacian image pyramids; the
right panel outlines the operation of the memory network.

feature maps Ĩmi+1
and Ĩfi+1

, undergo processing by the decoder layer di and
flow generator fi to produce this level’s deformation field:

Îfi = di(Ifi ⊕ Ĩfi+1),

Îmi
= di((Imi

◦ ϕ̃i+1)⊕ (Ĩmi+1
◦∆ϕ̃i+1)),

∆ϕi = fi(Îmi
⊕ Îfi),

ϕi = ∆ϕi + ϕ̃i+1, (1)

where ∆ϕ̃i+1 and ϕ̃i+1 are the upsampled and scaled deformation fields from the
previous level, ∆ϕi denotes the residual deformation field at level i, and ϕi repre-
sents the cumulative deformation field at this level. It’s worth noting that when
i+ 1 is the coarsest level, we treat ϕ̃i+2 as an identity grid (with zero displace-
ment field). Fig. 1 depicts a two-level LapWarp for visual illustration. Typically,
the number of pyramid levels corresponds to the count of downsampling layers.

2.3 Discontinuity-Preserving Deformable Registration

DDIR [9] is the first neural network solution to generate high-quality, discontinuity-
preserving deformation fields, but it requires segmentation masks for both train-
ing and inference, linking deformation field quality to segmentation accuracy.
Additionally, DDIR’s use of masks increases computational load by splitting
image pairs per anatomical region. MemWarp tackles these challenges by in-
corporating a memory network [21] that adaptively learns prototypical feature
representations for different anatomical regions. Empirical evidence suggests that
learning such prototypical features is not feasible when features from moving and
fixed images are entangled, which led to the development of LapWarp.

Anatomical Filters: Typically, the flow generator uses convolutional or
self/cross-attention layers as in transformers, ending with a single convolutional
filter of kernel size 1 to produce the deformation field. Our approach replaces
this filter with dynamic filters [8, 26], adapting to the voxel context based on
fixed feature maps. Given x as a location vector within Ω ⊂ RHi×Wi×Di , let
Îmi and Îfi represent the moving and fixed feature maps from the decoder
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at pyramid level i, respectively. The function fic denotes the operation of the
convolutional layer. With wi(x) ∈ RC×3 as the designated filter at position
x in the flow generator, the residual displacement vector at x is defined as
∆ϕi(x) = wi(x)

⊤fic(Îmi ⊕ Îfi)(x), where fic(Îmi ⊕ Îfi)(x) ∈ RC yields the
context vector at x. Unlike the conventional approach that applies a uniform
wi(x) across all locations, our method allows for dynamic filter generation.

Filter generation involves a memory query, addressing, and reconstruction
process. The fixed feature vector Îfi(x) ∈ R3C acts as the query, with M ∈
R3C×N representing the memory matrix containing N slots, where N denotes
the number of anatomical regions. Instead of storing M directly as learnable
parameters, it is produced by a multi-layer perceptron (MLP).

Memory Addressing & Filter Generation: Define D ∈ RN×N as a
diagonal matrix filled with ones and g as the MLP operation. The memory
matrix M is derived as M ∈ R3C×N = g(D). Utilizing the fixed feature map

Îfi ∈ RSi×3C (Si = Hi ×Wi ×Di) as the query, memory addressing and filter
generation proceed as follows:

Ji = softmax

(
ÎfiM

∥M∥2,a1

)
, (2)

wi = reshape(JiM
⊤), (3)

where the division by ∥M∥2,a1
applies L2 normalization along the 1st axis of the

tensor M, and the softmax is then applied along the 2nd axis of the tensor. With
wi obtained, the deformation field is generated in accordance with Eq. (1). The
reshape function transforms wi ∈ RS×3C into wi ∈ RS×3×C .

Anatomical Region Loss: Anatomical Region Loss: The feature rep-
resentation Îfi(x)at pyramid level i of the fixed image produces the memory-
addressed Ji ∈ RS×N , which acts as a segmentation probabilities across N re-
gions. Across all pyramid levels, we apply Dice loss: Lrgn =

∑n
i DSC(up(Ji),Jf )×

1
2i−1 , where Ji is the network output, Jf is the fixed segmentation mask from
the dataset, and the up function upsamples Ji to match Jf ’s resolution.

2.4 Loss function & Overall Framework

The composite loss function for MemWarp is formulated as:

L = Lsim(If , Im ◦ ϕ) + Ldsc(Jf ,Jm ◦ ϕ) + λ1Lreg + Lrgn, (4)

with Lreg =
∑

x∈Ω ||∇ui(x)||2 (ui(x) = ϕi(x)− x) and λ adjusting the smooth-
ness regularization strength. The framework of MemWarp aligns with traditional
registration frameworks like VoxelMorph but introduces three critical adjust-
ments: 1) Moving and fixed images are combined along the batch dimension;
2) Flow generators, enhanced by memory networks, supplement a conventional
Unet, yielding a gradually warped moving image for each decoder level; 3) Deep
supervision [14] is employed on the memory-addressed tensors to encourage dis-
continuities across regions.
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3 Experiments & Results

We evaluate MemWarp’s effectiveness using the ACDC dataset [5], which in-
cludes 150 subjects. Each subject is provided with images from both End-diastole
(ED) and End-systole (ES) phases alongside segmentation masks. For intra-
subject registration, images from both ED to ES and ES to ED phases are
required to be aligned, resulting in a total of 300 pairs ([100+50]×2). Of these,
170 pairs are allocated for training, 30 for validation, and the remaining 100 for
testing. The distribution is stratified to ensure subjects with various diseases are
evenly represented across training, validation, and testing phases, with no over-
lap of subjects between training or validation and testing. All images undergo a
min-max normalization to (0,1), are resampled to a voxel size of 1.8 × 1.8 × 10
mm and adjusted to a size of 128× 128× 16.

3.1 Implementation Details & Comparator Methods

Experiments use Python 3.7 and PyTorch 1.9.0 [19] on a machine equipped
with an A100 GPU, and a 16-core CPU with 32GB RAM. Training employs
the Adam optimizer with a learning rate of 4e-4, a batch size of 4, and cosine
decay, running for 400 epochs. The Mean Square Error (MSE) serves as the
similarity loss, complemented by L2 regularization on the spatial gradients of the
deformation field (λ = 0.01 in Eq. (4)), following [3, 10], with seven integration
steps in the diffeomorphic layer. For MemWarp, a diffeomorphic layer is used
at all pyramid levels except the first. Other models apply only MSE loss, Dice
Loss, and regularization as outlined in Eq. (4)’s initial three terms.

Comparator Methods: MemWarp is benchmarked against top learning-
based models such as VoxelMorph [3], TransMorph [7], LKU-Net [12], and Slicer
Network [25], as well as DDIR [9] which is recognized for its discontinuity-
preserving capabilities in cardiac registration. For DDIR, we employ the leading
model nnFormer [27] for segmentation, achieving a Dice score of 90.15% on the
test set. Slicer Network is assessed with an added guidance loss per its original
configuration, while MemWarp and the other models are tested under a consis-
tent experimental framework. We also include traditional methods like ANTs [2]
and Demons [24]. While MemWarp is model-agnostic, we utilize the backbone
of LKU-Net in this implementation.

Evaluation Metrics: Aligned with standard practices [3, 7], our evalua-
tion employs the Dice coefficient and the 95th percentile Hausdorff Distance
(HD95) for anatomical alignment evaluation. HD95 values are averaged across
all anatomical structures for individual subjects. Additionally, the standard de-
viation of the logarithm of the Jacobian determinant (SDlogJ) is utilized to
evaluate the quality of diffeomorphism.

3.2 Results & Analysis

Registration Accuracy: Table 1 illustrates that all methods produce smooth
displacement fields with low SDlogJ values; however, increased SDlogJ along-
side higher Dice scores indicates inherent discontinuities in cardiac alignments.
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Table 1: Comparative analysis of MemWarp (LapWarp denotes a MemWarp
variant wihtout the memory module) and other models on the test set of the
ACDC dataset, with top performing metric in bold. Metrics include Average
Dice (%), RV Dice (%), LVM Dice (%), LVBP Dice (%), HD95 (mm), and
SDlogJ, with lower values preferred for HD95 and SDlogJ. For clarity, models
are categorized as unsupervised (trained solely on raw images), semi-supervised
(using segmentation masks in training), and weakly-supervised (requiring masks
during both training and inference).
Model Type Avg. (%) RV (%) LVM (%) LVBP (%) HD95 (mm) ↓ SDlogJ ↓
Initial - 58.14 64.50 48.33 61.60 11.95 -

ANTs [2]
Traditional

71.04 68.61 67.53 76.96 13.15 0.056
Demons [24] 72.37 70.85 69.34 76.93 11.46 0.031
Bspline [15] 74.36 72.18 71.68 79.22 11.18 0.030

TransMorph [7]

Unsupervised

74.97 73.08 71.49 80.34 9.44 0.045
VoxelMorph [3] 75.26 73.10 71.80 80.88 9.33 0.044
LKU-Net [7] 76.53 74.25 73.23 82.12 9.13 0.049
Slicer Network [25] 79.52 77.83 76.80 83.93 8.21 0.044
LapWarp (ours) 77.25 75.86 73.92 81.99 9.23 0.074

TransMorph [7]

Semi-supervised

81.08 81.73 75.27 86.23 7.51 0.091
VoxelMorph [3] 81.34 82.03 75.35 86.64 6.87 0.082
LKU-Net [7] 83.08 84.59 77.24 87.39 6.43 0.099
Slicer Network [25] 83.68 84.94 77.97 88.12 6.10 0.099
MemWarp (ours) 89.61 89.30 86.49 93.04 3.93 0.149

DDIR [9] Weakly-supervised 88.03 90.02 85.47 87.61 9.91 0.121

Among unsupervised learning-based models, all outperform traditional meth-
ods, with Slicer Network at the forefront due to its large effective receptive field
(ERF) and TransMorph lagging, likely hindered by insufficient training data for
its transformer architecture. In semi-/weakly-supervised contexts, MemWarp
and DDIR, which focus on preserving discontinuities, lead the pack. Despite
Slicer Network’s strong unsupervised performance, its limited handling of local
discontinuities relegates it behind MemWarp. Notably, MemWarp surpasses all
semi-supervised methods with a significant 7.1% Dice score gain. DDIR, while
competitive, shows potential drawbacks from segmentation inaccuracies, indi-
cated by a higher HD95 value.

Ablation Analysis: Table 2 details our ablation study, examining the im-
pact of the Laplacian pyramid, the memory network, and the inclusion of Dice
loss. The base model, labeled as #1, functions as the backbone network in the
unsupervised setting, with enhancements observed in #2 upon integrating the
Laplacian pyramid. In the semi-supervised scenario, the memory network gen-
erates segmentation masks comparable in accuracy to top-tier models like nn-
Former [27], utilized in DDIR’s mask generation (89.68% vs 90.15%). Yet, we
observe that excluding Ldsc can tilt the network’s focus towards segmentation,
which consequently degrades registration accuracy and the smoothness of the
displacement field, as evidenced by #4. Moreover, comparing #4 and #5, reg-
istration accuracy improves even in the absence of the Laplacian pyramid when
Ldsc is included. The optimal performance in both registration and segmentation
is achieved when all three components are included, as with #6.
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Fig. 2: Comparative visualization of MemWarp against other methods on car-
diac MR images, highlighting deformable registration across ED ⇔ ES phases.
Pink arrows show omitted trabeculations; orange arrows identify artifacts. The
right panel focuses on deformation fields outlined by the left panel’s yellow dash,
with arrow darkness indicating displacement magnitude.

Qualitative Analysis: Fig. 2 showcases MemWarp’s qualitative perfor-
mance. Notably, MemWarp minimizes artifacts and consistently captures car-
diac structures like trabeculations. DDIR’s artifacts, particularly between the
ventricles, may stem from segmentation inaccuracies. MemWarp and DDIR both
display clear organ boundary discontinuities, in contrast to LKU-Net’s blend-
ing of these regions. MemWarp also manages background deformations adeptly,
avoiding DDIR’s tendency to reduce displacement magnitude. Within organs,
MemWarp finely tunes deformation with respect to the underlying texture in-
stead of overly smoothing the field.

3.3 Discussions

Let Imi
and Ifi be the feature maps of moving and fixed images at pyramid level

i. MemWarp operates under the assumption that the ’brightness’ at any given
location p ∈ Ω in Ifi remains constant compared to moving image [11], which is
formulated as:

∇Ifi(p) · u(p) = Imi(p)− Ifi(p), (5)

where ∇Ifi(p) =
[
∂Ifi
∂x (p),

∂Ifi
∂y (p),

∂Ifi
∂z (p)

]T
. Eq. (5) holds provided that the

magnitude of u(x) is less than one voxel. In the MemWarp framework, we employ
an n-level Laplacian image pyramid to ensure 2(n−1) > dmax, where dmax is the
maximum possible displacement magnitude. This setup ensures that the coarsest
level meets the conditions of Eq. (5), with each finer level processing a pre-warped
moving image, thus maintaining the model’s assumption throughout all levels.

Based on the assumption, we’ve implemented two major modifications in neu-
ral network architecture to enhance registration performance. First, we decouple
feature learning from flow estimation. Unlike traditional registration networks
that combine moving and fixed images at the network’s input, MemWarp em-
ploys a U-net for feature extraction and adds a simple convolution layer at each
pyramid level to compute flow and performs warping, ensuring each level satisfies
Eq. (5). Second, the smoothness requirement of Eq. (5) aligns well with features
derived from segmentation networks, as segmentation can be regarded as the
ultimate form of image harmonization [6]. This reinforces that effective segmen-
tation features are equally beneficial for registration. Consequently, MemWarp
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Table 2: Ablation results outlining the individual and combined contributions
of the Laplacian pyramid, memory network, and Dice loss to the performance of
our model, achieving optimal outcomes when all three modules are employed.
Model ID Pyramid Ldsc Memory Type Avg. (%) HD95 (mm) ↓ SDlogJ ↓ Seg Dice (%)

# 1 × × ×
Unsupervised

76.53 9.13 0.049 -
# 2 ✓ × × 77.25 9.23 0.074 -

# 3 × ✓ ×

Semi-supervised

83.08 6.43 0.099 -
# 4 ✓ × ✓ 74.81 9.26 0.950 89.06
# 5 × ✓ ✓ 85.87 5.32 0.085 87.76
# 6 ✓ ✓ ✓ 89.61 3.93 0.149 89.68

uses fixed feature maps to steer dynamic filter creation, enhancing feature map
smoothness within organs and preserving local discontinuities across boundaries.

4 Conclusions

In conclusion, MemWarp establishes a new benchmark for cardiac registration,
outperforming existing methods by effectively preserving essential anatomical de-
tails and reducing artifacts. Its success hinges on two pivotal elements: the decou-
pling of moving and fixed feature maps via LapWarp, and the memory network’s
use of region loss for maintaining discontinuities across boundaries. MemWarp’s
effectiveness is validated by a significant 7.1% Dice score enhancement over the
nearest semi-supervised competitors. Moreover, MemWarp uniquely addresses
discontinuities without needing segmentation masks at inference, yet it can still
generate segmentation masks comparable to top segmentation methods.

Disclosure of Interests. The authors have no competing interests to declare
that are relevant to the content of this article.
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