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Abstract. Our method solves unified multi-modal learning in an diverse
and imbalanced setting, which are the key features of medical modalities
compared to the extensively-studied ones. Different from existing works
that assumed fixed or maximum number of modalities for multi-modal
learning, our model not only manages any missing scenarios but is also
capable of handling new modalities and unseen combinations. We argue
that, the key towards this any combination model is the proper design
of alignment, which should guarantee both modality invariance across
diverse inputs and effective modeling of complementarities within the
unified metric space. Instead of exact cross-modal alignment, we pro-
pose to decouple these two functions into representation-level and task-
level alignment, which we empirically show are both indispensable in
this task. Moreover, we introduce tunable modality-agnostic Transformer
to unify the representation learning process, which significantly reduces
modality-specific parameters and enhances the scalability of our model.
The experiments have shown that the proposed method enables one sin-
gle model handling all possible combinations of the six seen modalities
and two new modalities in Alzheimer’s Disease diagnosis, with superior
performance on longer combinations.

Keywords: Multi-Modal Learning · Alzheimer’s Disease · Missing Modal-
ity

1 Introduction

Advancements in diagnostic technologies have empowered the integration of di-
verse yet complementary data to better support clinical decisions particularly in
complex diseases. This trend has sparked a growing interest in multi-modal deep
learning for objective and quantitative computer-aided diagnosis [1]. Compared
to the extensive studies in modeling language, vision, and audio [9], medical
multi-modal learning for diagnosis possesses unique characteristics: it involves
a more diverse set of modalities derived from various biosensors and laboratory
tests. Unlike previous assumptions [21,12,2,20], these modalities are not exactly
aligned in semantics, and exhibit varying missing patterns in practical scenarios.
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The diagnosis of Alzheimer’s Disease (AD) is a typical task involving diverse
and imbalanced medical modalities. Various clinical rating scales are employed
to assess observable behavioral and cognitive symptoms, complemented by neu-
roimaging techniques to provide a more comprehensive understanding of the
structural and functional changes in the brain. Existing studies have investi-
gated multi-modal learning on specific modality combinations for AD diagnosis,
including T1-MRI & FDG-PET [5,14], T1-MRI & specific tabular data [15,11,8],
Amyloid-PET, T1-MRI & FDG-PET [22,23], etc. These works assume a lim-
ited and fixed set of modalities, requiring training and inference on completely
matched multi-modal data. However, this assumption will not always hold in
practice due to the imbalanced modality distribution. As the assumed number
of modalities increases, the modality-complete set will contract, leaving insuffi-
cient data for training. Meanwhile, the overall set of possible combinations will
expand significantly, and may not necessarily match the specific combination en-
countered during inference. Additionally, patients may possess AD-related data
outside the assumed modalities. Therefore, we propose to enhance medical multi-
modal learning with flexibility on processing any modality combinations
(short for AnyMod), with the following desired properties: 1) fully leveraging
the available training data (may or may not matched) from different modalities;
2) easy adaptation to new modalities; 3) capability of inference on any (even
unseen) combinations.

To achieve this goal, the first challenge is the architectural design for accom-
modating any modality combinations. In recent literature, Transformer [16,7]
has been increasingly applied for this purpose. Many studies [18,12] have sug-
gested parallel processing of multi-modal tokens by sharing self-attention layers,
but computing attention of increasing modalities leads to quadratically growing
cost. An alternative approach involves serial computation of different modalities
through cross-attention [10], which is however, not permutation-invariant to in-
put modalities. Moreover, these approaches necessitate modality-specific back-
bone models [12], FFNs [18], or separate Transformers [10], whose parameter
sizes constitute a significant proportion within the overall model. This dimin-
ishes the scaling capability of their models and is prone to training instability
or overfitting, especially with limited data in the medical context.

Another critical challenge is modality alignment. In multi-modal learning,
the role of alignment is two-fold: 1) modeling the relationships among different
modalities in a common metric space, thereby assisting the fusion module in
learning inter-modal interactions [12,18]; 2) enhancing modality invariance for
robustness against varying inputs (missing modalities) [24,17,19]. Cross-modal
alignment, which encourages features from co-occurring modalities to exactly
match each other, is widely used for both purposes [12,18,19]. In essence, this
alignment method confines the modeling of relationships among diverse modali-
ties to a single mode (see Fig. 2), thus simultaneously fulfilling the two functions
of alignment. However, this approach is inadequate for addressing the specifici-
ties within the medical context. Unlike common modalities (i.e., vision, language,
and audio), there lacks underlying semantics to connect medical modalities. In-
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stead, the relationship among medical modalities is task-specific, often tied to
a particular disease of interest. Therefore, directly enforcing cross-modal align-
ment will hinder the exploration of distinctive yet complementary information
from diverse modalities for differential diagnosis.

To address these issues, we propose to decouple multi-modal alignment into
representation-level and task-level: before fusion, the relation modeling of co-
occurring modalities is expanded to N modes (see Fig. 2) in the unified met-
ric space, which allows for exploration of complementary features from different
modalities; after fusion, different samples and combinations within the same class
are aligned to ensure robustness against varying input combinations. Our archi-
tecture is based on multi-modal Transformer, but with two improvements: 1) to
model the projection from raw inputs to the unified metric space, we integrate
tunable modality-agnostic Transformer to significantly reduce modality-specific
parameters, which mitigates training instabilty and overfitting. Meanwhile, the
trained projector can be easily adapted to new modalities with few modifica-
tions; 2) after projection, the multimodal feature tokens are clustered within the
fixed number of task factors, ensuring stable computational costs for any length
of combination. Experimental results have shown that, for this new setting of
learning any modality combinations, our solution enables a single unified model
to achieve growing advantages to models trained separately on each combina-
tion as the number of modalities increase. Moreover, the adapted model for new
modalities can effortlessly handle unseen combinations without further training,
which indicates the promising scaling capability of the proposed model.

2 Methods

2.1 Problem Statement

Our objective is to learn from the diverse combinations of modalities present
in the training data to make predictions for Alzheimer’s Disease classification
on any combination of seen modalities while ensuring adaptability to unseen
modalities with minimal computational cost. We denote a set of K modalities
that will be seen in the training set as M = {m1,m2, ...,mK}, and the set
of unseen modalities as Mu = {mu1, ...}. Then all the combinations of seen
modalities can be expressed as the non-empty 2M = {X | X ⊆ M,X ̸= ∅},
and the seen combinations in the training process can be expressed as C ={
Xi | Xi ∈ 2M ,∪Xi = M

}
. We consider two types of unseen scenarios at infer-

ence: 1) unseen combination of seen modalities Cu = 2M\C, which can be di-
rectly inferred after the main training process; 2) unseen combination involving
unseen modalities C ′

u = {X | X ⊆ M ∪Mu, X ∩Mu ̸= ∅}. We refer to c ∈ C∗ as
a ‘combination’, and when |c| = 1 it is considered a special case of the combina-
tion, equivalent to a single modality.
We define a function f that could accept the sample of any modality combina-
tion, which can be written as f (Xc; θ,∪θmi

) ,mi ∈ c, where Xc = {xmi
} is the

sample of combination c ∈ C∗. The function is modelled using a deep neural
network with learnable parameters θ and ∪θmi , where θ denotes the common
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Fig. 1. Pipeline of the proposed method, which consists of projection to map raw data
to the common metric space, and fusion to aggregate features for the final task.

parameters shared across all cases, and θmi
denotes the modality-specific pa-

rameters. Through our architectural design, the number of modality-specific pa-
rameters is significantly smaller than the modality-agnostic processing module,
that is, |θmi | ≪ |θ|. After training on C, the network can process test samples
Xc′ , c

′ ∈ 2M . For samples that involves unseen modalities, it requires additional
training only on samples of single unseen modalities m′

i ∈ Mu to obtain θm′
i
,

which then can be directly applied to infer on any unseen combinations on C ′
u.

2.2 Architectural Design

The AnyMod architecture is designed with two Transformer-based modules ded-
icated to projection and fusion (see Fig. 1). The size of θmi

is significantly re-
duced by introducing modality-specific processing solely for 1) initial feature
consolidation and 2) distance modeling in the projection phase. For 1), we em-
ploy different embedding layers Emi

tailored for different format of modalities.
In handling 3D volumes, we utilize the embedding layer to compress redundant
information through only two 3D ResNet blocks. The resulting 3D features are
directly flattened into initial tokens. Conversely, for tabular data, the embedding
layer serves to expand each attribute value to the feature dimension. We follow
[4] to use linear layer for continuous values and look-up table for categorical
values. For 2), we introduce tunable modality-agnostic Transformer, denoted as
G(Emi , Qmi ; θG), derived from [7]. The architecture of G is composed of alter-
nating cross-attention layers and Transformer blocks. Each cross-attention layer
incorporates a modality-specific query Qmi

that is trainable, enabling tailored
modification of distance modeling for diverse modalities. It’s noteworthy that,
aside from Qmi

, the parameters θG are shared uniformly across all modalities.
The tunable modality-agnostic Transformer is independently applied to each
modality, producing a set of multi-modal feature tokens tij ∈ Tmi , which denotes
the jth feature of modality mi. After projection, the multi-modal feature tokens
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Fig. 2. Expanding the modes in multi-modal representation learning.

are distilled into fixed length N , and then processed by a fusion transformer to
generate class embeddings for the final classification. This framework is not con-
strained by the maximum assumed number of modalities; both the Transformers
for projection and fusion process all modalities in a unified manner.

2.3 Task-Oriented Fusion

Our approach to unified multi-modal fusion emphasizes the invariant aspects on
the task side. First, we assume there exist a certain set of N task-related factors,
and set implicit anchors {τ1, τ2, ..., τN} for these factors. Then our model learns
to align each feature token tij to one of the implicit anchor by

Lalign = −
∑
ij

log

max
{
e(t

i
j)

⊤
τ1 , · · · , e(t

i
j)

⊤
τN

}
∑N

n=1 e
(tij)

⊤
τn

 . (1)

Fig. 2 illustrates the difference of our alignment method from previous ap-
proaches [21,12,2]. For aligning co-occurring modalities, it’s common practice
to maximize the similarity of features across pairs of modalities (black arrows),
which is equivalent to using only one anchor (blue arrows). However, this ap-
proach encounters two issues: 1) the feature tokens are directly compressed to
obtain a single feature for each modality, overlooking potential differences among
intra-modal features; 2) directly minimizing the inter-modal distances between
different modalities during the feature extraction stage contradicts the goal of
preserving complementary features among different modalities. Differently, our
method introduces multiple implicit task anchors, and thus allows modelling of
both intra- and inter-modal similarities and differences.
For fusion, each feature token is then clustered to a task-related factor υi

j =

argmax
n

((tij)
⊤τn), and the features in each cluster n are then aggregated by

t′n =

i,j∑
υj
i=n

ωj
i t

j
i , ω

j
i =

e(t
i
j)

⊤
τn∑i′,j′

vi′
j′=n

e

(
ti

′
j′

)⊤
τn

. (2)

Thus, the set of aggregated features is constrained to a fixed length |{t′n}| = N ,
and uniformly processed by the transformer blocks. The fusion transformer’s
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outputs are subsequently averaged to yield the class embedding µy, where y
denotes the class label of the input sample. For task-level alignment, we establish
a set of explicit task anchors γi for each class i and employ the N-pair Loss [13].
This loss function drives the embedding towards the respective class token while
pulling away from tokens belonging to other classes:

LNP

(
µy, γy, {γi}i̸=y

)
= log

1 +∑
i̸=y

e((µy)
⊤γi−(µy)

⊤γy)

 (3)

For samples of different combinations of the same class y, their embeddings are
brought closer together through the intermediate class anchor γy. This approach
eliminates the necessity to sample various combinations for calculating feature
distances in each training step, contributing to enhanced training stability.

3 Experiments

3.1 Data Processing and Implementation Details

Following [11], our task is set as 3-way classification of Normal Cognition (NC),
Mild Cognitive Impairment (MCI) and Alzheimer’s Disease (AD). We extracted
eight modalities: T1w MRI (T1), T2w MRI (T2), FDG-PET (F), Amyloid-
PET (A), MMSE (Mm), MoCA (Mo), NeuroBat (Ne) and NPI-Q (Np), from
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database [6]. The set of
unseen modalities is set as Mu = {A,Ne}. We utilize all available time points
from different modalities, and they are matched to form a sample of multi-
modal combination if their examination time are within a 6-month window.
The training and testing data are split in an 8:2 ratio for each combination at
patient-level, ensuring there is no data leakage. We use cross-entropy loss LCE

for classification, and the overall loss function is a weighted combination of LCE ,
Lalign and LNP. For optimization, AdamW was applied with an initial learning
rate of 3e − 4. Cosine Annealing scheme with linear warm-up is adopted for
scheduling. In our model, the task anchors are all learnable parameters of R128

. For evaluation, we use weighted F1-score and Accuracy (ACC). To update the
model for new modalities, all the available data in the training set is leveraged
for supervised training.

3.2 Ablation Studies

Experiments for ablation studies were conducted on the set {T1, F, Mo, Np}.
Specific module is evaluated by removing it from the complete model.
Ablation of Architectural Design. The proposed architectural design in-
volves 1) tunable modality-agnostic (MA) Transformer for sharing main pro-
jection parameters, and 2) clustering to fixed length in the fusion module. For
1), we first prohibit the tunable property of MA transformer by sharing Qmi

,
and then remove all parameter sharing by using pure modality-specific backbone
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Table 1. Ablation of the projection architecture. MSP for modality-specific projection.

T1 F T1&F T1&F&Mo T1&Mo&F&Np Mean
PARAMS

F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC

MSP 0.296 0.408 0.633 0.622 0.660 0.661 0.687 0.686 0.732 0.735 0.589 0.585 74.83 M
share Qmi 0.465 0.461 0.433 0.518 0.434 0.525 0.680 0.674 0.727 0.725 0.588 0.582 11.08 M

Ours 0.512 0.515 0.603 0.595 0.606 0.618 0.675 0.677 0.734 0.732 0.595 0.590 11.09 M

Table 2. Ablation of the fusion module. c for clustering, La for Lalign. ‘Mean’ repre-
sents the average performance of all tested modalities.

T1&F T1&Mo F&Mo T1&F&Mo Mo&F&Np T1&Mo&F&Np Mean

F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC
w/
La

w/ c 0.606 0.618 0.657 0.654 0.680 0.674 0.675 0.677 0.722 0.721 0.734 0.732 0.595 0.590
w/o c 0.612 0.610 0.609 0.606 0.676 0.668 0.675 0.671 0.723 0.718 0.732 0.728 0.590 0.585

w/o
La

w/ c 0.600 0.592 0.620 0.615 0.657 0.654 0.653 0.635 0.674 0.671 0.661 0.660 0.582 0.576
w/o c 0.581 0.579 0.606 0.598 0.678 0.694 0.631 0.631 0.671 0.665 0.669 0.666 0.586 0.579

w/o LNP 0.578 0.577 0.623 0.628 0.679 0.668 0.631 0.635 0.720 0.712 0.665 0.666 0.595 0.589

models for projection (MSP). As shown in Tab. 1, our original model achieved
best average performance and close result to MSP in different combinations us-
ing only 15% parameters. MSP suffers from slow convergence (3 × ours), highly
oscillating outcomes, and collapse on specific modalities (T1). For 2), the effect
of clustering is demonstrated in Tab. 2, indicating clustering will reduce compu-
ational cost without sacrificing performance.
Decoupled Alignment and Modality Imbalance. The critical challenge

brought by training various combinations of diverse and heterogeneous modali-
ties is the exacerbated modality imbalance, where different modalities converge
and overfit at different rates [3]. Our experiments have revealed that the perfor-
mance of learning any combinations is closely related to early overfitting, and
both the proposed Lalign and LNP are indispensable for preventing this early
overfitting (See Fig. 3 (a)). As shown in Tab. 2, representation-level alignment
has brought significant improvement especially on long combinations. However,
Lalign cannot maintain effectiveness without task-level alignment LNP . As in-
dicated in Fig. 3 (a), LNP benefits robustness against varying combinations,
without it, the validation losses are more dispersed, while only with LNP will
narrow the performance gap but at an overfitted point.

3.3 Comparative Studies

Since we proposed a new setting, there are no existing work for direct comparison.
Instead, we compare with flexible architectures for solving missing modalities in
general multi-modal learning (Everything [12]) and AD classification (CasAD
[10]), where Everything is a typical cross-modal alignment method based on
parallel Transformer and CasAD uses cascaded Transformer for flexible fusion.
For separate models, we adopted 3D ResNet and late fusion for 3D volumes, FT-
Transformer [4] for tabular, and parallel Transformer for the fusion of tabular &
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Fig. 3. (a) Loss curves with each line from a single combination; (b) results of com-
parative studies; (c) results on new modalities and unseen combinations.

3D volumes following [8]. The results are shown in Fig. 3 (b), our model shows
growing advantages to separately trained models as the number of modalities
increases, while Everything model is tending to flatten the top performances.

3.4 Adaptation to New Modalities

After trained on all the combinations of the six seen modalities, we fix the two
Transformer in our model, and append few parameters (Emu , Qmu) for the new
modalities mu ∈ {A,Ne}. The 2nd figure in Fig. 3 (c) compares the performance
of updating only (Emu

, Qmu
), updating the whole model and the baseline model

solely trained for new modalities, while the 3rd figure compares the parameter
cost of the three strategies. The results show that comparable performance can be
achieved at significantly reduced cost. The 1st figure shows our performance on
unseen combinations without any further training. We marked the performance
gain and drop by adding A or Ne on three base combinations. The results show
performance gain in orange for most cases, with all positive results by adding
both new modalities, but not always gain from adding modalities.

4 Conclusion

This work solves unified multi-modal learning for the challenging setting of
diverse and imbalanced medical modalities, which involves a new task to ad-
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dress any missing scenarios, as well as new modalities and unseen combinations.
This is achieved by decoupled alignment to ensure both feature exploration and
modality-invariance, facilitated with unified architectural design for both fusion
and representation learning. Experimental results demonstrate that the proposed
unified model exhibits a growing advantage to separately trained models as the
number of modalities increases, as well as the easy adaptation to new modalities.
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