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Abstract. Accurate deep learning-based segmentation of retinal arteries and 
veins (A/V) enables improved diagnosis, monitoring, and management of ocular 
fundus diseases and systemic diseases. However, existing resized and patch-
based algorithms face challenges with redundancy, overlooking thin vessels, and 
underperforming in low-contrast edge areas of the retinal images, due to imbal-
anced background-to-A/V ratios and limited contexts. Here, we have developed 
a novel deep learning framework for retinal A/V segmentation, named RIP-AV, 
which integrates a Representative Instance Pre-training (RIP) task with a context-
aware network for retinal A/V segmentation for the first time. Initially, we de-
velop a direct yet effective algorithm for vascular patch-pair selection (PPS) and 
then introduce a RIP task, formulated as a multi-label problem, aiming at enhanc-
ing the network's capability to learn latent arteriovenous features from diverse 
spatial locations across vascular patches. Subsequently, in the training phase, we 
introduce two novel modules: Patch Context Fusion (PCF) module and Distance 
Aware (DA) module.  They are designed to improve the discriminability and con-
tinuity of thin vessels, especially in low-contrast edge areas, by leveraging the 
relationship between vascular patches and their surrounding contexts coopera-
tively and complementarily. The effectiveness of RIP-AV has been validated on 
three publicly available retinal datasets: AV-DRIVE, LES-AV, and HRF, 
demonstrating remarkable accuracies of 0.970, 0.967, and 0.981, respectively, 
thereby outperforming existing state-of-the-art methods. Notably, our method 
achieves a significant 1.7% improvement in accuracy on the HRF dataset, partic-
ularly enhancing the segmentation of thin edge arteries and veins. 
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1 Introduction 

The morphological changes of retinal vessels have been well-documented as significant 
biomarkers for various ocular diseases and systemic diseases in vivo [1-3]. Color fun-
dus photography, a non-invasive imaging modality, affords direct inspection of the in-
tricate retinal vasculature, encompassing both arteries and veins [4]. The identification 
of venous dilation and decreased arteriovenous width ratio associated with microaneu-
rysms in the edge regions play a role in the early diagnosis of diabetic retinopathy [1]. 
Furthermore, the vascular alteration in hypertensive retinopathy (HR) is characterized 
by the narrowing of retinal arteries and increased tortuosity [2]. Hence, precise segmen-
tation of retinal arteries and veins (A/V), followed by quantitative analysis, can serve 
as valuable clinical assistance in disease diagnosis and management, further preventing 
the risks of visual impairment and systemic complications in their early phase. 

The recent development of deep learning (DL) has given rise to remarkable progress 
of automatic retinal A/V segmentation [5-14, 31-33]. Generally, current DL methods 
process high-resolution retinal images through encoder-decoder networks, such as U-
Net [15], generative adversarial network (GAN [16]), and fully convolutional network 
(FCN [17]), to achieve pixel-level A/V segmentation. These methods can be catego-
rized into resize-based method [5-8] and patch-based method [9-14], according to 
whether the image-level or patch-level input is processed or not. The resize-based 
method mainly scales the full image to a smaller dimension and then feeds it into net-
work, however, overlooking details of thin vessels due to image compression. A patch-
based method is thus introduced to preserve all details by primarily partitioning full 
images into multiple small patches and randomly selecting some for in-depth analysis, 
achieving notable A/V segmentation performance. Whereas, redundancy and context 
are the main limitations of this method, which can cause overfitting and arteriovenous 
confusion in edge regions. 

To address these limitations, we propose a novel deep learning framework, RIP-AV, 
which joints a Representative Instance Pre-training (RIP) task with a context-aware 
network for the retinal A/V segmentation. This framework begins with a novel patch-
pair selection (PPS) algorithm to pick vascular patches and their contextual counter-
parts from retinal images, thereby capturing representative instances while reducing 
redundancy. The RIP component of our framework is formulated as a multi-label clas-
sification problem, aimed at bolstering the network's proficiency in identifying latent 
arteriovenous features across various spatial regions within the picked vascular patches. 
To further refine the segmentation process, we introduce two innovative modules: the 
Patch Context Fusion (PCF) module and the Distance Aware (DA) module. They are 
integrated into the network, enhancing the contextual interplay between patches, and 
enriching the perception of vascular edges. The comparison experiment demonstrates 
a superior performance of RIP-AV when benchmarked against the state-of-the-art 
methods, across three publicly available retinal datasets—AV-DRIVE, LES-AV, and 
HRF. 
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2 Method 

2.1 Framework Overview 

The proposed RIP-AV architecture, as shown in Fig. 1, is structured into two main 
stages: RIP and subsequent model training. The RIP stage utilizes a PPS algorithm (see  
Sect. 2.2) to extract vascular patches at multiple scales (64, 96, 128, and 256) and their 
respective contexts from a given dataset 𝕏𝕏 = {𝑥𝑥1, … 𝑥𝑥𝑛𝑛} with their corresponding pixel-
level ground truth 𝕐𝕐 = {𝑦𝑦1 … 𝑦𝑦𝑛𝑛}. This stage is dedicated to learning embedding arteri-
ovenous features among the vascular patches 𝑃𝑃 = {𝑃𝑃1, …𝑃𝑃𝑚𝑚}. 

 
Fig. 1. Overview of our proposed framework. 

Building on this pre-trained foundation, the final segmentation network is trained, 
which incorporates both the DA module (see Sect. 2.3) and the PCF module (see Sect. 
2.4) to assimilate and apply the relationship between vascular patches and their contex-
tual information.  

In the training workflow, each vascular patch 𝑃𝑃𝑖𝑖 , and its contexts 𝐶𝐶𝑖𝑖 are resized to 
256 and input into the dual-stream encoder 𝐸𝐸. The 𝐸𝐸, consisting of the first three con-
volutional blocks of ConvNeXt [18], processes these inputs to extract shallow and high-
level feature maps, which are then sequentially processed by the DA and PCF modules. 
The decoder, employing standard convolutional-batch normalization-ReLU (Conv-
BN-ReLU) structures, outputs a three-channel prediction map 𝐺𝐺(𝑃𝑃𝑖𝑖) for artery, vein, 
and overall vessel segmentation. This prediction map 𝐺𝐺(𝑃𝑃𝑖𝑖), along with 𝑦𝑦𝑖𝑖 , and the 
patch 𝑃𝑃𝑖𝑖 , are passed into the Discriminator 𝐷𝐷, which functions to evaluate the differ-
ences between the predicted and ground truth maps, ensuring quality of the segmenta-
tion. The discriminator is based on the standard PatchGAN [19] architecture, which 
provides a robust assessment of local image patches. 
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2.2 Representative Instance Pre-training 

The primary target of the RIP is the recognition of the embedding arteriovenous fea-
tures within vascular patches, pivotal for subsequent segmentation tasks. The PPS al-
gorithm, a critical pre-processing step for RIP, is designed to select patches representa-
tive of vascular structures. We observe that all randomly cropped patches fall into four 
categories: 𝑃𝑃𝑎𝑎  (artery-only), 𝑃𝑃𝑣𝑣  (vein-only), 𝑃𝑃𝑎𝑎𝑣𝑣  (containing both arteries and veins), 
and 𝑃𝑃𝑏𝑏  (none of vascular structures). The PPS is crafted to exclude 𝑃𝑃𝑏𝑏 , thereby enhanc-
ing the specificity of the training set, as described in Algorithm 1. It ensures the inclu-
sion of vascular features by leveraging the skeleton line — a representation of the vas-
cular core structure — thus guaranteeing that selected patches are imbued with relevant 
vascular information. 

Following that, the RIP phase then utilizes these categorized patches to update the 
neural network, facilitating the learning of a feature space that captures the essence of 
arteriovenous differentiation across diverse spatial areas. During this phase, the RIP is 
formulated as a multi-label classification task, with binary vectors representing the 
presence of arterial (𝑃𝑃𝑎𝑎: [1,0]) and venous (𝑃𝑃𝑣𝑣: [0,1]) feature, as well as their co-occur-
rence 𝑃𝑃𝑎𝑎𝑣𝑣 ([1,1]). The binary encoding serves as a guidance for the network to distin-
guish between arterial and venous features, laying the groundwork for subsequent A/V 
segmentation tasks. 

2.3 Distance Aware Module 

The capability to accurately delineate edges is fundamental to the analysis of vascular 
structures [20]. Taking inspiration from the innate capacity of convolutional neural net-
works (CNNs) to capture edge details at shallow layers, here, we design the DA mod-
ule, consisting of a sequence of convolutional layers, to enhance the perception of the 
edges of blood vessel, by refining shallow-level feature maps of 𝐸𝐸. As illustrated in the 
top right of Fig. 1, the feature map 𝑓𝑓𝑑𝑑 , derived from the second layer of 𝐸𝐸, is first 

Algorithm 1: Patch-pair Selection (PPS) 
Input: image: 𝑥𝑥, label: 𝑦𝑦, patch size: 𝑝𝑝, and type of local 
patch: 𝑃𝑃𝑡𝑡. 
Output: local patch: 𝑃𝑃, and contextual patch: 𝐶𝐶 
initialize  𝑃𝑃,𝐶𝐶 ← 0 
𝑠𝑠 ←  𝑦𝑦.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔            /* generate skeleton line for y */ 
while not find proper 𝑃𝑃 do 
   random select a point 𝑠𝑠(𝑖𝑖,𝑗𝑗) from 𝑠𝑠  
   𝐶𝐶 ← 𝑥𝑥[𝑖𝑖 − 𝑝𝑝: 𝑖𝑖 + 𝑝𝑝, 𝑗𝑗 − 𝑝𝑝: 𝑗𝑗 + 𝑝𝑝]      /* get contextual patch  C */ 
   random select a point 𝐶𝐶(𝑚𝑚,𝑛𝑛) from 𝐶𝐶 
   𝑃𝑃 ← 𝐶𝐶[𝑚𝑚:𝑚𝑚 + 𝑝𝑝, 𝑔𝑔:𝑔𝑔 + 𝑝𝑝] 
   if 𝑃𝑃 == 𝑃𝑃𝑡𝑡 and 𝑃𝑃. 𝑐𝑐𝑔𝑔𝑐𝑐𝑔𝑔𝑔𝑔𝑐𝑐𝑔𝑔𝑔𝑔𝑐𝑐𝑔𝑔𝑐𝑐𝑔𝑔 ≥ 𝛼𝛼 and 𝑃𝑃 ⊆ 𝐶𝐶  then 
      break                   /* find proper P */    
   end if 
end while 
return  𝑃𝑃, 𝐶𝐶 
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processed by the upsampling layer to enlarge resolution, Subsequently, the 3 × 3 and 
the 1 × 1 convolutional layer are sequentially used to encode and refine spatial rela-
tionships essential to vascular structures. Finally, the refined feature map is ultimately 
transformed by a sigmoid activation function into a probabilistic distance map ( )dDA f . 
To optimize the parameters of the DA module, we employ a distance-aware loss func-
tion ℒ𝑑𝑑𝑎𝑎 like [13], aiming to minimize gaps between the predicted distance maps and 
the ground truth. ℒ𝑑𝑑𝑎𝑎 is depicted in the following equation: 
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where 𝑐𝑐 denotes the batch number; ℰ is a small value to avoid the division by zero; 
𝑔𝑔�𝑦𝑦𝑗𝑗� denotes the 𝑗𝑗𝑔𝑔ℎ distance map which is transferred from the ground truth 𝑦𝑦𝑗𝑗 via 
Euclidean distance transformation [21]. 𝑠𝑠𝑚𝑚𝑔𝑔𝑔𝑔𝑔𝑔ℎ𝐿𝐿1  serves as a soft version of conven-
tional L1 distance. 

2.4 Patch Context Fusion Module  

Motivated by previous studies [22, 23, 34], which have shown that the significance of 
integrating context information for a more comprehensive understanding of spatial re-
lationships within images, we propose a novel PCF module. It is designed to leverage 
the relationship between local patches and surrounding context, by applying self-atten-
tion and cross-attention jointly.  

As shown in Fig. 1, the PCF comprises two main paths that process local patch fea-
ture map 𝑓𝑓𝑙𝑙 ∈ ℝ𝑐𝑐∗ℎ∗𝑤𝑤 and its contextual feature map 𝑓𝑓𝑐𝑐 ∈ ℝ𝑐𝑐∗ℎ∗𝑤𝑤 , which are then pro-
jected into queries (𝑞𝑞𝑙𝑙 , 𝑞𝑞𝑙𝑙𝑐𝑐), keys (𝑔𝑔𝑙𝑙 , 𝑔𝑔𝑐𝑐) and values (𝑣𝑣𝑙𝑙 ,𝑣𝑣𝑐𝑐) representations. To under-
score the features within patches, a standard self-attention mechanism [24] is adopted 
get the attention map 𝑚𝑚𝑙𝑙 ∈ ℝ𝑐𝑐∗ℎ∗𝑤𝑤 with 𝑞𝑞𝑙𝑙, 𝑔𝑔𝑙𝑙, and 𝑣𝑣𝑙𝑙 . Simultaneously, cross-attention 
mechanism [24] is introduced, using 𝑞𝑞𝑙𝑙𝑐𝑐 , 𝑔𝑔𝑐𝑐, and 𝑣𝑣𝑐𝑐, to generate contextual attention 
map 𝑚𝑚𝑙𝑙𝑐𝑐 ∈ ℝ𝑐𝑐∗ℎ∗𝑤𝑤 that reveals the relationship between patch and its context. Then, 
the weight map, which is significant in determining the influence of each attention map, 
is computed by applying a sequence of operations. Concretely, the weight maps in the 
PCF are generated by first concatenating the attention maps. This concatenated map is 
then refined through a 1 × 1 convolution, normalized by a sigmoid function, and fi-
nally, importance probabilities are calculated by a softmax function, parametrized by 
the weight maps ℎ𝑙𝑙 , ℎ𝑙𝑙𝑐𝑐 . The final output of PCF is computed by merging attention maps 
with their corresponding weight maps and then adding 𝑓𝑓𝑙𝑙 as a residual, aiming to inte-
grate contextual information while preserving the essential features of the local feature 
map.  
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3 Experiments and Results 

3.1 Datasets and Evaluation Metrics 

We conduct our experiments on three public retinal datasets: AV-DRIVE [25], LES-
AV [26], and HRF [27]. The DRIVE-AV dataset comprises 40 retinal images, each 
with a resolution of 565 × 584 pixels, accompanied by pixel-wise ground truth. 20 
images are used for training and the remaining 20 for testing. The LES-AV dataset 
includes 21 images with the resolution of 1620 × 1444 and one image of 2196 × 1958, 
with a division of 11 images for training and the remaining 11 for testing. The HRF 
dataset contains 45 images at 3504 × 2336 pixels. 30 images are used for training and 
15 for testing. 

As for evaluation metrics, we assess the performance of proposed method using three 
principal metrics, consistent with [12, 13]: accuracy (ACC), sensitivity (SN), and spec-
ificity (SP). SN is defined as the proportion of true positives (TP) over the total number 
of actual positives (TP + false negatives (FN)), reflecting the model's capability to cor-
rectly identify arteries. Specificity (SP) measures the proportion of true negatives (TN) 
over the total number of actual negatives (TN + false positives (FP)), indicating the 
model's accuracy in recognizing veins. Accuracy (ACC) represents the overall correct-
ness of the model, calculated as the sum of TP and TN over the total case count (TP + 
TN + FP + FN). 

3.2 Implementation Details 

In this work, all experiments are conducted using the PyTorch [28] framework on a 
NVIDIA RTX 4090 GPU with 24GB of memory. During the selection of multi-scale 
patches by PPS, it is ensured that the overlap between same scale patches does not 
exceed 80%. In the training phase, we utilize PPS at different scales (AV-DRIVE [64, 
128, 256], LES-AV and HRF [96, 128, 256]) to extract multi-scale patches and their 
context. Then, data augmentations are performed using random flipping, affine trans-
formation, rotation and shift to avoid overfitting. For testing, sliding windows with 
overlaps are used to extract patches, with each patch's context being the entire image. 
Results from these patches are integrated using strategies same as [11-14]. Adam [29] 
optimizer is adopted to refine the model parameters, configuring 𝛽𝛽1 to 0.5 and 𝛽𝛽2 to 
0.999. Batch size is set to 8. The initial learning rate is 0.0002, reduced by 50% every 
7,000 epochs, up to a limit of 30,000 epochs. The parameters of the segmentation net-
work are optimized using a combination of loss functions: the distance-aware loss ℒ𝑑𝑑𝑎𝑎, 
the adversarial loss ℒ𝑎𝑎𝑑𝑑𝑣𝑣𝐷𝐷 ,ℒ𝑎𝑎𝑑𝑑𝑣𝑣𝐺𝐺 , and the segmentation loss  ℒ𝑠𝑠, which is the sum of com-
bination of classic binary cross entropy loss and Dice loss between the prediction and 
ground truth. Further details and source code are available at https://github.com/wei-
dai00/RIP-AV. 

https://github.com/weidai00/RIP-AV
https://github.com/weidai00/RIP-AV
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3.3 Quantitative and Qualitative Comparison with Advanced Methods 

In this section, we compare the performance of our proposed RIP-AV with resize-
based methods [5-7] and patch-based methods [11-14]. The comparison is conducted 
both qualitatively and quantitatively across three datasets: AV-DRIVE, LES-AV, and 
HRF. The quantitative comparison results, as presented in Table 1, demonstrate that 
our model has consistently outperformed resize-based and patch-based approaches 
across three datasets, showing the best overall performance. Specifically, the RIP-AV 
method achieves outstanding accuracies of 0.970 (± 0.02, P > 0.05) on AV-DRIVE, 
0.967 (± 0.01, P > 0.05) on LES-AV, and 0.981 (± 0.01, P > 0.05) on HRF. Notably, 
on the HRF dataset with high density of small vessels and lesions, RIP-AV has shown 
at least a 1.7% increase in term of accuracy over the other methods. In Fig. 2, the visu-
alization results of qualitative comparison illustrate the superior performance of pro-
posed method, particularly within the detailed regions marked by yellow and green 
dashed boxes. Here, RIP-AV demonstrates superior accuracy in capturing fine edge 
arteries and veins, as well as maintaining their continuity, compared to other state-of-
the-art methods. 

Table 1. The performance comparison with state-of-art methods on the AV-DRIVE, LES-AV 
and HRF datasets. Best performances are highlighted in bold. 

Table 2. Ablation study on AV-DRIVE dataset. Best performances are highlighted in bold. 

w/o DA w/o RIP w/o PCF SN SP ACC 
× × × 0.937 0.958 0.948 
√ × × 0.945 0.957 0.951 
√ √ × 0.953 0.967 0.961 
√ √ √ 0.962 0.976 0.970 

 AV-DRIVE LES-AV HRF 
Method SN SP ACC SN SP ACC SN SP ACC 
Resize-based 
Galdran 
[5] 0.940 0.930 0.900 - - - 0.850 0.910 0.910 

Galdran 
[6] 0.902 0.963 0.936 0.852 0.959 0.914 0.942 0.928 0.935 

Li [7] 0.956 0.905 0.928 0.982 0.940 0.959 0.972 0.895 0.930 
Patch-based 
Chen [11] 0.945 0.963 0.955 - - - 0.968 0.945 0.955 
Hu [12] 0.936 0.974 0.955 0.943 0.947 0.945 0.959 0.970 0.964 
Chen [13] 0.952 0.963 0.958 - - - 0.97 0.961 0.965 
Luo [14] 0.968 0.972 0.970 0.961 0.941 0.951 - - - 
Patch-pair selection (our) 
Our 0.962 0.976 0.970 0.963 0.971 0.967 0.980 0.982 0.981 
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Fig. 2. Visualization of the results of retinal A/V segmentation. From left to right: (a) Raw image, 
(b) Ground truth, (c) Resize-based method [7], (d) Patch-based method [13] (e) our proposed 
RIP-AV. 

 
Fig. 3. Visualization of embedding features for w/o RIP in the ablation study. Pink and green 
dots denote arterial and venous embedding features, respectively. 

3.4 Ablation Analysis 

To investigate the contribution of each component, we perform an ablation study on 
AV-DRIVE dataset. Starting with a baseline U-Net-like GAN, we sequentially inte-
grated a DA module, followed by the RIP and the PCF module, with results detailed in 
Table 2. The DA module improved accuracy to 0.951 by enhancing the perception of 
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vascular edge, while RIP provided a further boost to 0.961 by pre-training the network 
on arterial and venous features, as visually supported by t-SNE [30] in Fig. 3. The final 
incorporation of PCF achieved the top accuracy of 0.970, underscoring its effectiveness 
in integrating contextual information for superior A/V segmentation. 

4 Conclusion 

In this paper, we propose a novel deep learning framework, named RIP-AV, that is the 
first deep learning framework to combine the concepts of Representative Instance Pre-
training (RIP) with the contextual analysis of local patches for retinal A/V segmenta-
tion. The comparison experiment on three public datasets shows the effectiveness of 
our method over current state-of-the-art methods. Furthermore, a comprehensive abla-
tion study indicates the effectiveness and logic behind the proposed framework. In the 
future work, we will introduce more customed metrics to evaluate the performance of 
models on condition that vessels with varying widths. We believe that our contributions 
will foster further investigations into the correlations between retinal A/V metrics and 
ocular as well as cardiovascular health conditions, potentially leading to breakthroughs 
in predictive diagnostics and treatment strategies. 
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