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Abstract. We propose a general pipeline to automate the extraction
of labels from radiology reports using large language models, which we
validate on spinal MRI reports. The efficacy of our method is measured
on two distinct conditions: spinal cancer and stenosis. Using open-source
models, our method surpasses GPT-4 on a held-out set of reports. Fur-
thermore, we show that the extracted labels can be used to train an
imaging model to classify the identified conditions in the accompanying
MR scans. Both the cancer and stenosis classifiers trained using auto-
mated labels achieve comparable performance to models trained using
scans manually annotated by clinicians1.
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1 Introduction

Labelling medical image datasets can be time-consuming and requires expert
annotators, whose time is limited and expensive. This is compounded by a large
number of medical conditions that can occur in any given image and often large
inter-reader variability leading to noisy labels. This means researchers applying
deep learning to medical imaging problems usually settle for small-scale datasets
compared to other areas in machine learning, spend large amounts of funding on
data collection, or restrict themselves to a few publicly-available datasets cover-
ing only a few conditions and modalities. A possible solution to this problem is to
extract labels directly from radiological reports – free-text descriptions written
by radiologists describing the findings of an imaging investigation. These reports
can be downloaded in bulk from a hospital’s electronic database; if the extrac-
tion can be automated, it would significantly reduce the annotation bottleneck
and unlock much larger training datasets for solving medical imaging problems.

However, automated extraction of structured information from clinical re-
ports is not a new idea and has proved to be challenging [18], due to large
variability in reporting styles, heavy use of domain-specific vocabulary and fre-
quently assumed knowledge (e.g. a report describing an investigation into the
presence of metastasis implies the existence of a primary cancer). We propose
1 Code can be found at https://github.com/robinyjpark/AutoLabelClassifier.

https://github.com/robinyjpark/AutoLabelClassifier
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a general method for extracting structured labels for vision models from clini-
cal reports. This is achieved by adapting general-purpose large language models
(LLMs) by asking the model to summarise the report with a target condition
in mind and produce a binary label based on the summary. Crucially, to obtain
labels for a new medical condition, all that is required is the class name and a
definition but no further fine-tuning.

To test the efficacy of this method, we apply it to spinal magnetic resonance
imaging (MRI) radiological reports, aiming to label spinal cancer and stenosis.
Adapting Zephyr (7B) and Llama3 Instruct (8B), two open-source question-
answering LLMs, our method achieves balanced accuracy and F1 scores equal to
or exceeding that of GPT-4 for both conditions. We then use the extracted labels
to train a vision model to detect these conditions in spinal MRI. The classification
networks trained using the automated labels are able to match the performance
of existing classifiers trained using large volumes of expert-annotated images.

1.1 Related Work

Rule-based report parsers have shown strong performance in many settings (e.g.
CheXpert [7], DeepSpine [11]). However, developing these parsers requires do-
main knowledge and cannot be easily adapted to new conditions, which conflicts
with our aim of reducing reliance on expert input and manual annotations.

LLMs have become increasingly accessible to researchers with the emergence
of open-source models such as Llama [19], Alpaca [17] and Mistral [8]. Methods
like instruction fine-tuning [15] can improve models’ alignment with question-
answering tasks, and low rank adaptation (LoRA) [6] allows training large models
with limited compute. Many existing models have been further pre-trained on
biomedical data to increase the base model’s familiarity with biomedical vocab-
ulary and syntax [5, 10]. However, these are often trained using clinical abstracts
and papers, which have a different form to radiological reports [9, 10, 12] or use
reports from a single modality, e.g. Chest X-rays [1, 2]. RadBERT [22] is an
example of a model pre-trained using a large corpus of diverse radiology reports;
however, this is a 110M parameter BERT-based model and is thus unlikely to
adapt to new tasks as well as much larger publicly-available general models.

Accordingly, as more powerful LLMs continue to emerge, there has been a
growing focus on the development of generalisable methods that do not require
specialised training on the task at hand. Steering GPT-4 by asking the model
to come up with its own chain-of-thought has achieved state-of-the-art results,
demonstrating significant gains in accuracy on medical question-answering over
specialist fine-tuned models like Med-PaLM 2 [14]. While GPT-4 achieves ex-
cellent performance across many specialist domains, costs can be high when
processing large datasets. Furthermore, closed-source LLMs accessible through
APIs like GPT-4 require data to be uploaded to remote servers for processing,
which poses a privacy risk, especially for medical reports containing potentially
sensitive information. Finally, since weights are not publicly available, the model
cannot be customised or incorporated into vision-language models downstream.



Automated Spinal MRI Labelling 3

2 Extracting Structured Labels from Radiological
Reports Using a Large Language Model

Fig. 1. Radiological report labelling pipeline: The prompt step formats the user
inputs as shown in Figure 2 to summarise the report based on the target condition.
Based on this summary, we extract the binary label using the normalised scores from
a chosen set of two unique tokens (“yes” and “no”) in the vocabulary.

Figure 1 shows an overview of our method to extract labels from clinical
reports. The user specifies the condition for classification along with a definition
to reduce ambiguity. These are input into a general-purpose prompting template
(see Figure 2). Our method has two steps: (1) asking the model to generate a
summary of the report based on the target condition, and (2) using the summary
to assign a binary label. We also perform self-supervised fine-tuning to familiarise
the model with the summary generation task, which is described in Section 2.2.

2.1 Model Prompting

We tested our prompting method using Zephyr-7B and Llama-8B Instruct, two
instruction-fine-tuned language models that can support a wide range of use
cases. To prompt the models, we provide a definition of the condition of interest.
We tested two methods of prompting: (1) asking the model directly whether the
patient has the condition based on the report, and (2) requesting that the model
generates a summary of the report based on the condition of interest and decide
whether the patient has the condition based on that summary. We formulated
the prompt to extract binary labels on a given condition as seen in Figure 2.
To generate these labels, we used the softmaxed logits of two unique tokens in
the tokenizer’s vocabulary: “yes” and “no”; see Figure 1. Using the token scores
ensures that the model will produce a binary answer to every question.

2.2 Domain Adaptation By Summary Fine-Tuning

Radiology reports often include summary sections, which give overviews of the
findings. These summaries typically include the most pertinent information, in-
cluding potential diagnoses and descriptions of disease progression [7, 16]. Thus,
the summary is especially relevant to consider when extracting clinical labels.
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Fig. 2. Model prompting strategies: The direct query method (left) asks the model
to extract the label based on the report. The summary and query method (right) asks
the model to generate a summary focused on the condition, which it uses as additional
input to annotate the report. Words in bold indicate user inputs to be modified.

To ensure that the model would generate clinically relevant summaries, we
fine-tuned the linear layers of Zephyr using LoRA [6] to perform next token
prediction on spinal reports from a local hospital system. To do this, we identified
the summary sections of 56,924 reports using regular expression matches for the
following words (case-insensitive): conclusion, impression, findings, and summary
(of the 124,771 reports available in the dataset, only 56,924 reports had matches
for one of these words). While we fed the whole report to the model as context,
the next-token-loss was computed only using the summary section of the report.

3 Supervised Learning Using Automated Labels

Fig. 3. MRI classification network: SpineNetV2 is used to detect IVDs. Each IVD
is encoded using ResNet18. For stenosis, we use a SVM to get a score per IVD. For
cancer, we aggregate IVD encodings and use NSK-SVM to get a score per scan.

To demonstrate that the labels automatically generated by our pipeline can
be used to train a vision model, we used the generated labels to train a clas-
sifier to detect cancer and stenosis in the MR scans paired to the reports.
SpineNetV2 [21] was used to automatically detect the vertebrae and extract the
intervertebral discs (IVDs) in the T2 sagittal scans. Each IVD is of dimension
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slice x height x width (9× 112× 224). We reshaped each slice to 224× 224 to in-
put them into a modified ResNet18 (pre-trained on ImageNet) without the fully
connected layer to get slice-level embeddings. These were averaged across slices
to get the volume-level representations. The embeddings were used as features
to train support vector machines (SVM) with a linear kernel to perform binary
classification for our conditions of interest. For stenosis, we could generate level-
specific labels, so we detected stenosis at each IVD level. For cancer, the labels
are provided at the spine-level but image samples are individual IVDs, so we
used multiple-instance learning (MIL) using the Normalised Set Kernel method
(NSK-SVM) to get the average representation across IVDs in a spinal scan [4].
Section 4 provides more information on the granularities of the report-generated
labels. Figure 3 provides an illustration of the full pipeline.

4 Datasets

We use three datasets: CancerData, StenosisData, and GeneralReports.
The first two contain report-image pairs while the last one has reports only.

Label Extraction: A subset of CancerData and StenosisData was man-
ually labelled for prompt engineering experiments and testing our labelling
pipeline. CancerData were provided by National Consortium of Intelligent
Medical Imaging (NCIMI) and include reports and the associated MRIs of con-
firmed or potential cancer cases from six different NHS Trusts across the UK.
StenosisData were collected as part of the Oxford Secondary Care Lumbar MRI
Cohorts (OSCLMRIC) study and includes clinical MRI studies and reports of
patients with lower back pain, sourced from a local hospital system. Each man-
ually annotated dataset were a randomly chosen subset of the full source data,
which we split into a calibration set (to develop our prompting strategy and de-
termine a model calibration threshold) and a test set, using stratified sampling.
Manual labels for CancerData were provided by a radiology registrar. Manual
labels for StenosisData were provided by an orthopaedic surgeon. General-
Reports were also provided by OSCLMRIC and contain 56,924 unpaired spinal
MRI reports with diverse conditions and control examples; it was used to fine-
tune the model on the causal language modeling task to generate the summary.
See Table 2 in Supplementary Materials for data splits for each task.

The reports were preprocessed based on use case. Spinal reports are often
split into sections (see Supplementary Materials for an example). Since spinal
cancers are usually metastases from a primary site elsewhere, clinical histories
in CancerData frequently mention the presence of cancer in a non-imaged site
and includes query words (i.e. “?cancer” to check for spinal cancer in the image).
To correctly identify spinal cancer (i.e. the condition that would be visible in
the paired image), we excluded clinical history when inputting reports from
CancerData into the pipeline. As stenosis is specific to the spine, we did not
perform any additional preprocessing on StenosisData. For the summary fine-
tuning task, we identified the summary sections of the reports such that the rest
of the report could be masked for loss computation (see Section 2.2).
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IVDs
Data Split Patients Studies Total Positives Negatives

CancerData
Train (Scans) 1,223 1,256 14,167 9,012 5,155
Validation (Scans) 324 327 3,612 2,149 1,463
Test (Scans) 450 451 4,918 3,120 1,798

StenosisData
Train (Scans) 1,375 1,946 5,827 2,977 2,850
Validation (Scans) 153 217 649 337 312
Test (Scans) 117 123 368 139 229

Table 1. Summary of splits for MRI classification. Positive/negative labels on
the training and validation sets were assigned using our labelling method described in
section 5.1 whereas test set labels were manually annotated as described in Section 4.
Test (Scans) in each dataset consists of studies from both Calibration and Test sets in
Table 2 in Supplementary Materials where the IVDs were successfully extracted.

MRI Classification: For the MRI classification task, we used T2 sagittal
images in a valid report-image pair in CancerData and StenosisData. Steno-
sisData had only one sequence per study. CancerData could have multiple; in
these cases, we chose the latest whole spine sequence in the study.

For stenosis, we generated labels for each IVD using our pipeline. This was
feasible for stenosis as (1) reports almost always contained information about the
level at which stenosis is present, and (2) report-level expert annotations were
level-specific (for lumbar IVDs T12-S1). We only used the last three lumbar
spine IVDs (L3-L4, L4-L5 and L5-S1) as stenosis examples above L3 are rare.
It was less common for the cancer reports to list specific levels at which cancer
is present, especially if present at multiple levels, which is common for both
metastases and myeloma. As a result, we follow the approach in [20] and employ
multiple instance learning, treating the entire spine as a bag which is labelled as
positive if any of the vertebrae show cancer, or negative otherwise. We included
IVDs from cervical to lumbar (18 IVDs C7-S1). Table 1 summarises the splits.

5 Results

Fig. 4. Real example report from StenosisData with the summary and scores gener-
ated using our pipeline. Any dates, names or location information were removed from
the report. Further examples can be found in the extended version of the paper.
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5.1 Assessment of Labelling Accuracy

We evaluated the model’s performance on label extraction by measuring area
under the receiver-operator curve (AUROC) and equal error rate (EER) using
the normalised scores from the model. To compute balanced accuracy and F1
score, we used the EER threshold from the calibration set.

Condition
Prompt
Method

Summary
Model

Query
Model

Bal.
Acc. EER

AU
ROC F1

Cancer

Direct Query - GPT-4 1.000 - - 1.000
Direct Query - Zephyr 0.993 0.000 1.000 0.992
Direct Query - Llama3 0.978 0.014 0.999 0.977
Summary-Query Zephyr Zephyr 0.985 0.000 1.000 0.985
Summary-Query Z-SFT Zephyr 0.994 0.000 1.000 0.993
Summary-Query Llama3 Llama3 1.000 0.000 1.000 1.000

Stenosis

Direct Query - GPT-4 0.951 - - 0.949
Direct Query - Zephyr 0.945 0.037 0.981 0.950
Direct Query - Llama3 0.963 0.000 0.987 0.962
Summary-Query Zephyr Zephyr 0.945 0.111 0.985 0.950
Summary-Query Z-SFT Zephyr 0.933 0.037 0.943 0.937
Summary-Query Llama3 Llama3 0.945 0.037 0.995 0.950

Table 2. Scan-level report labelling performance on CancerData test set
(n=145) and StenosisData test set (n=68). Normalised scores are used to compute
EER and AUROC. Calibrated binary labels are used to compute balanced accuracy and
F1. Zephyr refers to the base model without fine-tuning, whereas Z-SFT indicates the
summary fine-tuned model (see §2.2). The top two best values per metric are bolded.

Table 2 shows the results of labelling each condition on the respective test
sets. All methods exceed 0.9 balanced accuracy and F1. For cancer, the summary-
query method using Llama3 achieves perfect balanced accuracy, AUROC and F1.
For stenosis, the summary-query method using Llama3 achieves the highest AU-
ROC; the direct query method using Llama3 achieves higher balanced accuracy
and F1. In both tasks, our best methods outperform a direct query using GPT-
4, prompted using the same format and input as the direct query strategy in
Figure 2 but with the tags (e.g. user, system, assistant) formatted for GPT-4.

IVD Level Bal. Acc. EER AUROC F1
L3-L4 0.896 0.073 0.968 0.815
L4-L5 0.908 0.108 0.978 0.900
L5-S1 0.855 0.150 0.945 0.830

Table 3. IVD-level report labelling performance on expert-annotated Steno-
sisData (n=68 patients, 204 IVDs). Normalised scores are used to compute EER and
AUROC. Calibrated binary labels are used to calculate balanced accuracy and F1.
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Since it achieved the highest AUROC across both tasks, the summary-query
prompting method with Llama3 for summary generation and Q-A was used as
the general method to extract binary labels for both MRI classification tasks.
Figure 4 shows an example of the summary and token scores generated from our
pipeline. For inference across the full datasets, we extracted scan-level labels for
cancer and IVD-level labels for stenosis, as described in section 4. Table 3 shows
the performance of our labelling pipeline for stenosis at each IVD.

5.2 Assessment of MRI Classification Accuracy

Data Model Bal. Acc. EER AUROC F1
(1) CancerData ResNet18+NSK-SVM 0.763 0.215 0.851 0.773
(2) StenosisData SpineNetV2 [21] 0.679 - - 0.574
(3) StenosisData SpineNetV2 [21]+SVM 0.780 0.218 0.857 0.727
(4) StenosisData ResNet18+SVM 0.775 0.227 0.836 0.722

Table 4. MRI Classifier Performance on CancerData and StenosisData test
sets. Calibrated binary labels are used to calculate balanced accuracy and F1. Only
the first and fourth rows report results of models fully trained using our labels. (2)
performs inference using SpineNetV2, which is trained using human annotations, and
(3) uses SpineNetV2 to extract encodings and train an SVM using our report-generated
labels. We treat (2) and (3) as baselines for our stenosis classification method (4).

We evaluated the model’s performance on image classification by measuring
area under the receiver-operator curve (AUROC) and equal error rate (EER)
using the normalised scores from the model. We used the EER threshold from
the validation set to derive binary labels from the scores on the test set, which
were used to compute balanced accuracy and F1 score.

Stenosis: SpineNetV2 [21] has an existing grading model trained to classify
three kinds of stenosis (central canal, foraminal right and left). We compare our
method (ResNet18+SVM) to (1) an aggregated stenosis label from SpineNetV2
and (2) SVM using SpineNetV2 encodings (SpineNetV2+SVM). Our stenosis
classifier outperforms aggregated SpineNetV2 stenosis scores and achieves a sim-
ilar AUROC, balanced accuracy and F1 score after calibration for either choice
of encoding with the SVM trained on automated labels (see Table 4).

Cancer: Considering IVD-level embeddings in aggregate, our classifier achieves
a balanced accuracy of 0.763 in classifying cancer at the scan-level. SpineNetV2
does not classify cancer, so we are unable to provide a comparable baseline on
the same dataset. A deep learning model to detect cancer in CT images achieved
an F1 score of 0.72 [13], which we surpass (0.773).

5.3 Discussion and Limitations

There are several training and prompting methods we tested but did not include
in our final methodology. While adding few-shot examples of desired Q-A pairs
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when prompting LLMs is a common method to improve performance [3, 14], we
found results to be highly sensitive based on the reports selected as examples.
Futhermore, adding longer example medical reports often exceeds the models’
context window (512 tokens for Zephyr, 8,000 tokens for Llama3). Interestingly,
we found that fine-tuning Zephyr on report summmaries was only beneficial for
the cancer labelling task (Table 2). We currently force the pipeline to output a
positive or negative label without uncertainty. In future work, we plan to work
directly with probabilities from our locally-run LLM to predict uncertainty.

6 Conclusion

We propose a general method that can be adapted to extract labels from radio-
logical reports without additional model training. We show that this surpasses a
strong GPT-4 baseline when applied to spinal MR reports, with the additional
advantages that: (1) we use a locally-run open-source model that is privacy-
preserving and cheap, and (2) we have direct access to the raw token-level scores,
which can be used for model calibration to produce more accurate binary labels.
We also demonstrate that the extracted labels can be used to train a classifiers
with similar performance to models trained with expert-annotated scans. In the
extended version of the paper, we include labelling results for two additional
conditions: cauda equina and herniation.
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