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Abstract. Motion artifacts can compromise the diagnostic value of com-
puted tomography (CT) images. Motion correction approaches require
a per-scan estimation of patient-specific motion patterns. In this work,
we train a score-based model to act as a probability density estimator
for clean head CT images. Given the trained model, we quantify the
deviation of a given motion-affected CT image from the ideal distribu-
tion through likelihood computation. We demonstrate that the likeli-
hood can be utilized as a surrogate metric for motion artifact severity
in the CT image facilitating the application of an iterative, gradient-
based motion compensation algorithm. By optimizing the underlying
motion parameters to maximize likelihood, our method effectively re-
duces motion artifacts, bringing the image closer to the distribution of
motion-free scans. Our approach achieves comparable performance to
state-of-the-art methods while eliminating the need for a representative
data set of motion-affected samples. This is particularly advantageous
in real-world applications, where patient motion patterns may exhibit
unforeseen variability, ensuring robustness without implicit assumptions
about recoverable motion types.

Keywords: Diffusion models - Neural ordinary differential equations -
Exact likelihood computation - Computed tomography - Motion com-
pensation.

1 Introduction

Spotting motion artifacts in CT images is an easy task. Even an inexperienced
CT reader can differentiate an artifact-free from a motion-affected image. As
observers of the images, we have an implicit understanding of a “good” CT
image. Therefore, we can recognize deviations from that state as, e.g., introduced
through motion. In contrast, neural networks usually need to be presented with
examples of all possible states, i.e., motion-free and motion-affected images to
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grade the intensity of motion artifacts in a CT image [21/12126]. During training,
this requires a representative labeled data set including images of all possible
expected motion states and their respective motion score.

We aim to emulate the human observer with a network that identifies motion
artifacts after training on clean images only. During the training process, the net-
work learns to model the distribution of clean head CT images. Motion artifacts
can then be quantified by the deviation of a sample from this distribution. In
this work, we evaluate the likelihood of a given, potentially motion-affected CT
image under the distribution of motion-free images represented by the trained
model. Not only does this technique allow for accurate motion artifact quantifi-
cation, it additionally yields enough information for gradient-based optimization
of the underlying motion patterns. This allows for motion artifact compensation
simply by pulling the image closer to the distribution of motion-free samples.

Motion compensation: Motion artifacts occur when the patient moves
during the acquisition of a CT scan. This introduces a mismatch between the
measured CT geometry and the one assumed during reconstruction resulting in
streaks, double edges, and blurring in the final image. Most works for motion
artifact reduction estimate the underlying motion pattern of a specific scan fol-
lowed by a motion-compensated reconstruction. The motion estimate can be ob-
tained from external measurements or attached markers [I8J6]. Alternatively, ex-
isting approaches optimize consistency conditions on the projection data [29)2/[1]
or evaluate the quality of intermediate reconstructions in the image domain
[1412312T12]. Motion compensation using diffusion models has so far only been
explored for MRI [I6]. The key disadvantage of consistency-based solutions is
their requirement for non-truncated projection images. Consequently, this work
focuses on the estimation of rigid head motion by iteratively reconstructing the
data and optimizing the quality of these intermediate reconstructions.

Out-of-distribution and anomaly detection: Anomaly and out-of-distri-
bution (OOD) detection are concerned with identifying samples that differ from
a known distribution, mostly the training distribution [I9]. These approaches
often reconstruct the data through some sort of bottleneck which captures in-
distribution characteristics, but fails to reconstruct OOD features [SI31UT0]. Al-
ternatively, generative networks have been employed as density estimators for
the known distribution for which likelihoods can be evaluated as a proxy for
the similarity of a new sample to the training data distribution [22/28/32]. Such
likelihood-based methods have been proposed using normalizing flow models,
energy-based models, or variational autoencoders. However, for score-based dif-
fusion models, most existing work on OOD or anomaly detection is focused
around reconstruction [27JT77] rather than likelihood evaluation [9].

Contributions: In this paper, we present a motion correction method that is
solely trained on a data set of clean CT images. The method thus circumvents the
construction of data sets with motion artifacts that represent all possible motion
states. Our contributions are (1) the grading of an image’s motion-affectedness
via the exact likelihood of a diffusion model trained on motion-free images, (2)
the application of a neural ordinary differential equation (ODE) solver [4] in-
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side the likelihood function to calculate the gradient of the likelihood value with
respect to the image, and (3) the application of this differentiable likelihood
function as an objective for state-of-the-art, gradient-based motion compensa-
tion. The source code is available at https://github.com/mareikethies/moco
diff likelihood.

2 Methods

2.1 Score-Based Diffusion Models

Score-based diffusion models approximate a data distribution by estimating gra-
dients of the corresponding probability density [24]. Based on a diffusion process,
they transform the data distribution pgat. at time ¢ = 0 into an easily tractable
prior distribution ppior at time ¢t = T'. For image generation, this process can be
reversed in time and samples from the prior distribution are transformed into
samples from the data distribution by solving a stochastic differential equation
(SDE) backward in time. Interestingly, for each such SDE, there exists a corre-
sponding ordinary differential equation (ODE) which is deterministic and shares
the same marginal distributions p;(x) at any time point ¢

dx = {f(x, t) — %g(t)va logpr(x)| dt . (1)

This ODE is frequently referred to as probability flow ODE. Using a variance
exploding variant, the drift coefficient is defined as f(x,¢) = 0 and the diffusion

coefficient is g(t) = o, /2log ((Trmﬂ: where 04 € [0 min, Omax| denotes the noise level
at time point ¢. The gradient of the log probability density function Vy log p;(x)
can be approximated by a time-conditional score network sy such that sp(x,t) =~
Vi« logpi(x). We train a smaller version of the originally proposed NCSN++
architecture with ~ 9.7 x 10° parameters, o, = 0.01, omax = 378 (original
settings for the LSUN data set), 10° iterations, a learning rate of 2 x 1074, and

a batch size of 16. Please refer to [24] for details on the training process of sg.

2.2 Likelihood Computation

Given a trained score network, we can generate a sample x(0) from the data
distribution by integrating Equation [I] backward in time starting from an initial
sample x(T") from the prior distribution

0

x(0) =x(T) + /

. {f(x,t)—;g(t)Qs‘g(x,t) dt . (2)

fo(x,t)

Now, we can apply the continuous change of variables formula to this implicit
transformation between prior and data distribution to compute the log likelihood
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of x(0) [244115]

log p(x(0)) = log p(x(T)) + /O ' [tr (vfg (x, t))} dt . (3)

Since the trace of the Jacobian tr(Vfg (x,t)) is computationally expensive, we
follow other existing approaches [24/TT] and approximate it with the Hutchinson
trace estimator [13]

M
i (Vo (x, 1)) = B [" V(. 1] ~ % S EVEhx e . (@)

m=1

which can be evaluated efficiently using automatic differentiation for a limited
number M of random vectors €, drawn from the Rademacher distribution. Ul-
timately, we can evaluate the likelihood in Equation [3|for any given data sample
x(0) by solving an ODE forward in time. In [24], Song et al. use an adaptive
step size Runge-Kutta solver of order five from the scipy library and M = 5
realizations of random vectors €, to solve the ODE with high accuracy.

2.3 Neural ODEs and Likelihood Target Function

In this work, we use Equation [3]as the objective function in a gradient-based op-
timization problem for CT motion compensation. This entails two implications:
(1) We can not simply utilize any ODE solver, but we require differentiability
through the solver to obtain the gradient of the log likelihood log p(x(0)) with
respect to the image x(0), and (2) we do not necessarily need to solve Equa-
tion [3| to the highest possible precision as long as the loss landscape remains
well-behaved.

To address these requirements, we substitute the conventional ODE solver
with a neural ODE solvelﬁ to ensure differentiability. Instead of differentiating
through the internals of the solver by tracking the computations of the forward
pass, it solves the so-called adjoint ODE for gradient computation [4]. This
ensures differentiable behavior at low memory cost since intermediate results do
not need to be stored. To reduce the computation time, we configure a fixed step
size Runge-Kutta solver of order four with ten steps for the forward ODE and
20 steps for the gradient calculation via the adjoint ODE. Moreover, for each
evaluation of Equation [3] we sample one realization of €,, and keep it constant
for the gradient computation. Repeated evaluations of the target function use
different random vectors ¢,,.

2.4 Motion Compensation

Figure [1] summarizes the proposed algorithm using the differentiable likelihood
function as the target function for motion compensation. First, a score network

3 lhttps://github.com /rtgichen /torchdiffeq
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1. Train score-based model 2. Construct differentiable likelihood 3. Optimize motion patterns
on motion-free data target function by minimizing target function
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Fig. 1. Overview of the proposed pipeline. After training on motion-free images, the
score model sq(x,t) is used inside the likelihood target function. For each step of the
gradient descent optimizer, we perform an intermediate reconstruction and evaluate
the gradient of the likelihood function to pull the image closer to the distribution of
clean images seen during training.

is fitted to the distribution of motion-free images which is subsequently applied
inside the likelihood target function in Equation 3] For motion compensation, we
estimate a set of Akima splines describing smooth and non-overshooting motion
trajectories. Each spline parameterizes the values for one of the three rigid mo-
tion parameters (translations ¢, and ¢, and rotation r) throughout the scan with
30 evenly distributed nodes yielding 90 free parameters v(™) in total for the op-
timization problem at step n. The motion parameters are incorporated into the
projection matrices defining the fan-beam geometry by matrix multiplication.
In each iteration of the optimization algorithm, we (1) apply the current state
of motion parameters to the fan-beam geometry, (2) reconstruct the sinogram
based on this trajectory to obtain an intermediate, possibly motion-affected im-
age x(™(0), and (3) feed this image into the previously introduced likelihood
function to grade its motion-affectedness in terms of a negative log likelihood

value. Next, the solution to the adjoint ODE yields the gradient of the likelihood
(n)

value with respect to the intermediate reconstructed image %")(O;O)) which

is subsequently propagated into the free motion parameters using the Jacobian

(n)
of the fan-beam reconstruction operator () [25126]

d'y(")
dlogp(x(0)) _ dlogp(x™(0)) dx™(0) (5)
d'y(") o dx() (O) d'\/(”)

Given the target function’s gradient with respect to the free parameters, the
spline-based motion patterns are optimized using basic gradient descent

) dlogp(x(")(0))

(n+1) _ o (n) (n
v =7 +r dry(

(6)
with an initial estimate v(°) = 0 and an exponentially decaying step size r(™ =
ro - ¢". 40 iterations of Equation [f] are executed with an initial step size of
ro = 100 and a decay factor of ¢ = 0.97.
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3 Experiments and Results

Our experiments are performed retrospectively on publicly available head CT
scans from the CQ500 data set published under CC BY-NC-SA license [5]. All
terms of use in the end-user license agreement were followed strictly. The score
network is trained on slices from 200 subjects and evaluated on slices from 40
subjects. The motion compensation experiments are performed on slices from
another 40 disjunct subjects. For the score network, we use a reduced-parameter
version of the NCSN++ architecture proposed in [24]. Exemplary generated head
CT samples from the trained model can be found in the supplementary material.

Motion compensation is performed on individual slices. A sinogram is simu-
lated for each slice by forward projecting it onto a trajectory with 360 projections
on a full circle, a source-to-isocenter distance of 785 mm, a source-to-detector
distance of 1200mm, and a detector with 700 elements at spacing 0.64 mm.
Reconstructions are computed on a grid of 256 x 256 pixels with an isotropic
spacing of 1 mm. The initial motion-affected state is obtained by perturbing the
ground-truth reconstruction trajectory with a spline-based motion pattern with
ten nodes and a maximal amplitude of 5mm for translations ¢, and t, as well
as 5° for rotation r. The likelihood-based target function is compared to two al-
ternative objectives. Importantly, both reference methods require substantially
more knowledge about the problem than our proposed method. First, as an
upper performance bound, motion parameters are optimized by computing the
mean-squared error (MSE) to the ground-truth, motion-free reconstruction. This
represents an ideal target function, but requires knowledge of the motion-free
image at optimization time, making it impractical for almost all applications.
Second, following existing approaches [25I211T2], we train a network on a paired
data set of motion-affected and motion-free images to predict the structural simi-
larity index measure (SSIM) given only the motion-affected image. This trained
network is referred to as autofocus target function in the following. Notably, in
contrast to the proposed target function, the autofocus network has seen exam-
ples of motion-affected images during training.

Table 1. Average quantitative values for all investigated metrics comparing the pro-
posed method to the autofocus target function and the initial motion-affected recon-
struction. The ideal MSE target function is excluded since it requires knowledge of the
motion-free ground truth at optimization time and is therefore impractical. The best
value is highlighted in bold font.

RMSE [x0.1] (J) SSIM (1) RPE (}) MAE £, (}) MAE t, (}) MAE r (})

Init 0.45 0.74 1.98 1.01 1.02 0.98
Autofocus 0.26 0.89 0.94 0.75 0.77 0.44
Ours 0.25 0.91 0.99 0.71 0.72 0.51

Figure 2]illustrates the motion compensation performance of the investigated
target functions. Overall, all methods improve upon the initial motion-affected
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Fig. 2. Comparison of target functions using root mean squared error (RMSE) ({) and
SSIM (1) of the motion-compensated images as well as reprojection error (RPE) ({).
The proposed method achieves similar results as the autofocus method despite never
having seen any motion-affected images during training. The MSE target function can
be considered an upper performance bound since it requires knowledge of the motion-
free image at optimization time which is unrealistic in a clinical workflow.

state. The MSE-based optimization with known ground truth performs best.
This is to be expected and can be regarded as the upper performance bound of
the motion compensation pipeline given an ideal target function. The autofocus
target function and the likelihood-based objective proposed in this work perform
similarly concerning the RMSE and SSIM of the motion-compensated images.
The autofocus method results in a slightly lower RPE, but higher variance and
more negative outliers. These findings are confirmed in Table [I] Additionally,
we compute the mean absolute error (MAE) for each of the three motion pa-
rameters (t, t,, and r). While the likelihood objective yields a higher MAE for
rotation, it recovers translations slightly better than the autofocus approach.
Figure [3] shows two example slices before and after motion compensation with
the autofocus and likelihood target function. Particularly in the enlarged re-
gions of interest, a clear improvement over the initial motion-affected state can
be observed with fewer streaks and less blur. The compensated image from the
likelihood objective appears slightly smoother than the one from the autofocus
objective, but both successfully restore even fine details such as the bright spot
in the bottom example.

4 Discussion

The proposed method performs on par with the autofocus approach despite
the fact that the autofocus network was trained on motion-affected examples
of different motion patterns and motion amplitudes. In contrast, the proposed
motion compensation method only needs motion-free images. Practically, this
is an enormous difference since multiple data sets of clean CT images are pub-
licly available. On the other hand, creating a paired data set of motion-free
and motion-affected data as needed by the autofocus-type approaches is not
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Ground truth Init Autofocus Ours

Fig. 3. Two example slices before and after motion compensation with autofocus and
likelihood objective. A x3 zoom of a region of interest is shown in the orange frame.

straightforward. The simulation of representative motion patterns that are ap-
plied to the projection geometry for motion perturbation is complex and usually
based on more or less realistic assumptions about the actual motion of patients
in a scanner. As a result, specific motion patterns occurring in practice might
not be covered. The likelihood-based approach is free of such assumptions. We
acknowledge that evaluating the proposed target function and its gradient is con-
siderably slower than the other objectives because it needs to solve two ODEs
per gradient update step which both depend on the score network. Hence, the
forward and backward pass of the score network are evaluated multiple times for
a single update of the motion parameters. This property is inherited from the
diffusion process in score-based modeling which also makes sample generation
slower compared to other generative models. However, speeding up the sampling
is an active area of research and we hypothesize that such approaches could im-
prove the speed of likelihood computation as well [30]. Additionally, we would
like to comment on the findings of existing papers which generally question the
usability of likelihoods for OOD or anomaly detection since they seem to be sys-
tematically biased by the complexity of the data [2003]. Whereas our proposed
target function is inspired by the ideas of likelihood-based OOD detection, we
only perform a per-sample optimization for motion compensation. Consequently,
we do not require a total separation of motion-free and motion-affected image
distributions as long as the motion-free state of any given individual sample is
graded better than a motion-affected state of the same sample.
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5 Conclusion

In this work, we extend the exact likelihood computation of score-based models,
making it applicable as a target function in gradient-based optimization. Applied
to CT motion compensation, it eliminates the need to simulate examples of
motion-affected images for training. Since we only model the distribution of clean
images, the same target function could be envisioned for other image restoration
tasks without changes posing an exciting direction for future research.
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