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Abstract. The automatic and accurate segmentation of the carotid
artery vessel wall can assist doctors in clinical diagnosis. Medical im-
ages often have complex and blurry features, which makes manual data
annotation very difficult and time-consuming. 3D CNN can utilize three-
dimensional spatial information to more accurately identify diseased tis-
sues and organ structures, but its segmentation performance is limited
due to the lack of global contextual information correlation. This pa-
per proposes a network based on CNN and Transformer to segment the
carotid artery vessel wall. By combining the effectiveness of CNN in
dealing with 3D image segmentation problems and the global attention
mechanism of Transformer, it is possible to better capture and process
the features of this information. By designing Joint Attention Structure
Block (JAS), semantic information in skip connections can be enhanced.
The feature fusion block (FF) is used to associate input information with
each layer of feature maps, enhancing the detailed information of the fea-
ture maps. The effectiveness of this method has been verified through a
large number of comparative experiments.

Keywords: Weak-supervision · Carotid vessel wall segmentation · Trans-
former.

1 Introduction

Atherosclerosis is a progressive disease. In the early stage, it is manifested as
thickening of the vascular wall and narrowing of lumen, and in the late stage,
it is manifested as plaque lesions. There is a risk of rupture of atherosclerotic
plaque in the internal carotid artery (ICA), which embolizes cerebral vessels and
leads to stroke [1]. Since carotid atherosclerosis is the main source of ischemic
stroke and the main indicator of systemic atherosclerosis, the carotid artery has
always been an important target of image-based diagnostic procedures [2]. In
recent decades, the incidence rate and mortality of atherosclerosis in most parts
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of the world have continued to increase. In recent years, researchers have ex-
plored a variety of atherosclerotic treatment methods. However, the incidence
rate of cardiovascular and cerebrovascular events is still high [3]. Several medi-
cal imaging methods are commonly used for plaque imaging, such as magnetic
resonance imaging (MRI), computed tomography (CT), X-ray, and ultrasound
(US). Although carotid CTA provides rapid and detailed imaging of extracranial
and intracranial carotid systems, contrast agent administration helps to detect
atherosclerosis plaque with high accuracy. However, due to the improved spatial
resolution, reduced saturation effects and voxel dephasing, and better evaluation
of vascular lumen and plaque features, specific MRA research protocols provide
more detailed imaging that can provide structural and functional information,
including luminal stenosis [4], blood vessel wall measurements, plaque compo-
sition, blood flow velocity, and flow velocity [5]. Meanwhile, MRA imaging is
non-invasive and more patient-friendly compared to other diagnostic methods.
MRI is more preferable than CT [6]. The degree of carotid artery stenosis is
an important factor affecting clinical surgical treatment decisions, Despite the
powerful capabilities of MRI, automated, accurate, objective, and reproducible
quantitative analysis of MRI data has been proven to be a challenging goal in
computer science over the years. In the field of vascular wall imaging, almost
all image processing algorithms are applied to accurately and objectively depict
the boundaries of vascular walls for the task of segmenting blood vessels. There-
fore, there is an urgent need for automatic and accurate carotid bifurcation
segmentation methods to better quantify carotid artery stenosis and provide
effective decision-making opinions for doctors’ diagnoses [7] [8]. At present, a
large number of researchers have proposed methods based on traditional im-
age processing. For example, Christos P. Loizou et al. proposed and evaluated
an integrated system for atherosclerotic plaque segmentation in carotid ultra-
sound imaging, which is based on normalization, speckle reduction filtering and
four different snake segmentation methods [9]. Vukadinovic D et al. proposed a
new method for segmenting carotid artery vessel walls in computed tomography
(CTA) data [10]. Rocha R et al. proposed a new method to segment the proxi-
mal and distal intima-media regions of the common carotid artery in ultrasound
images [11]. However, these methods often require complex and time-consuming
feature processing, making it difficult to achieve real-time and accurate results.

With the rapid development of deep learning, a large number of deep learning
models are currently being applied to segmentation tasks in the medical field. As
Yanchao Yuan proposed a flexible method CSM-Net for joint segmentation of
IMC and lumen in carotid artery ultrasound images [12]. Lin Y et al. proposed a
two-dimensional V-Net model that can automatically segment the intima-media
in carotid artery ultrasound images [13]. Lain é N et al. developed a region-based
segmentation method that learns the appearance of IMC from data annotated
by human experts [14]. Lain é N et al. proposed a region-based segmentation
method called careSegDeep and a supervised deep learning method based on
the extended U-net architecture [15]. Although these methods have achieved
certain results, they are all based on precisely annotated datasets. However, it
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is difficult to effectively address rough labels in complex scenes. Therefore, the
contributions of this paper are as follows:

This article proposes a network model based on CNN and Transformer for
precise segmentation of carotid artery vessel walls. The Joint Attention Structure
Block (JAS) was designed to enhance the semantic information in skip connec-
tions and used a Feature Fusion Block (FF) to associate input information with
each layer of feature maps, enhancing the detail information of feature maps.
A large number of experiments have demonstrated the effectiveness of the de-
sign method in this study, which can segment relatively complete carotid artery
vessel walls from rough labels

2 Method

Fig. 1. Network architecture diagram for carotid vessel wall segmentation based on
CNN and Transformer attention fusion network.

As is known to us all, 3D CNN can use three-dimensional spatial information
to more accurately identify diseased tissues and organ structures, but its segmen-
tation performance is limited due to the lack of global contextual information
correlation. This paper proposed a network based on CNN and Transformer [16]
to segment the carotid artery vessel wall. As shown in Fig.1, the model con-
structed in this study is based on an improvement of VNet [17], which replaces
the convolutional layer between the encoder and decoder with a visual converter
to enhance global information correlation. Firstly, uniformly scale the input to
a fixed size, then normalize the maximum and minimum values to adjust pixel
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values between 0 and 1. During the encoding process, the downsampled fea-
ture maps at each layer are connected to the features that have already passed
through the Transformer structure, and then connected to the decoder’s feature
maps through a skip-connected joint attention structure module. Each decoder
layer uses a feature fusion module to associate the feature maps convolved from
different scale holes with the feature maps from the previous layer. It is worth
mentioning that the labels of the carotid artery vessel walls obtained from our
dataset are discontinuous. In the data processing stage, this study used lin-
ear interpolation to change the size of the data and corresponding labels from
432x432x432 to 512x512x512, because linear interpolation produces jagged vessel
boundaries. Therefore, in this study, Three-dimensional middle finger filtering
was used to smooth the interpolated carotid artery boundaries, and finally fill
the voids in the vessel walls to obtain the final training labels through image
morphology opening and closing operations.

Fig. 2. The detail of the joint attention structure feature fusion module, Where r
represents the step size of dilated convolution

2.1 Joint Attention Structure Block

This paper proposed the joint attention structure feature fusion module adopts
a multi-level dilated convolution combined with attention structure, as shown in
Fig.2, which is similar to ASPP [18] in structure. ASPP module is a commonly
used module in deep learning, mainly used for image segmentation tasks, aiming
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to solve the problem of insufficient contextual information in semantic segmenta-
tion. This module uses multiple parallel dilated convolution layers with different
sampling rates to further process the extracted features for each sampling rate
in separate branches and fuse them to generate the final result. The formulation
of the entire procedure can be expressed as:

Fjas = Cat(Cat(DCl=18, DCl=12)
T ×DCl=6, SimAM(DCl=3)) (1)

Where DC represents dilated convolution, l represents stride, Cat represents
concatenate.

Having multi-scale feature extraction and fusion capabilities can effectively
improve the generalization performance of the network. Unlike ASPP, this study
combines the feature maps obtained from multi-scale dilated convolution with
self-attention fusion, and then concatenates them with the feature maps en-
hanced by SimAM [19]. The SimAM module is an attention mechanism-based
module used to calculate the weight of each feature map. This module consists
of two parts: global average pooling and fully connected layer. Global average
pooling is used to average the feature values of each channel in the feature map to
obtain a global feature vector. The fully connected layer maps the global feature
vector to an attention weight vector, which is used to represent the importance
of each feature map.For each feature map, calculate its global feature vector
through global average pooling operation. Then the fully connected layer maps
the global feature vector to the attention weight vector, indicating the impor-
tance of the feature map in the final result. Finally, each value in the attention
weight vector is used to weight the corresponding channel of the input feature
map, resulting in the final output feature map.

2.2 Feature Fusion Block

Fig. 3. The detail of the feature fusion block.
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In the encoder stage, we use a feature fusion module to fuse the output
of each layer’s dilated convolution with the previous layer’s feature map. To
avoid semantic loss of input information and high model complexity, we adjust
the channels of the two input branches separately. After average pooling and sig-
moid activation function, these features were multiplied with the original feature
map, Finally, the feature maps obtained from the two branches are concatenated
to obtain the final output. Dual branch feature fusion can fuse global and lo-
cal features, allowing the model to capture both environmental and detailed
information, thereby improving the performance of the model. Through feature
fusion, multiple features can be transformed into a more easily interpretable
form, thereby improving the interpretability and visualization of the model. The
detailed diagram is shown in the Fig.3, The process can be formulated as:

Fff = Conv(Cat(F1 × Conv(GAP (F1)), F2 × Conv(GAP (F2)))) (2)

Where F1 and F2 represents input features, GAP represents global average
pooling.

3 Experiments and Results

3.1 Implementation details

The dataset of this study comes from carotid vascular wall segmentation and
atherosclerosis diagnosis challenge (COSMOS 2022), and the experiment of this
study was conducted on a workstation using the Pytorch deep learning frame-
work equipped with RTX 8000 48GB graphics memory. In addition, all models
were trained using the AdamW optimizer with an initial learning rate of 0.001
and choosing the Dice loss be the cost function. The entire training process
takes 5 hours, with a total of 200 Epochs. During the training process, the an-
nealing cosine method is used to dynamically adjust the learning rate. For the
pre-processing of the dataset, this study first used the utils of the SimpleITK
to convert the medical digital imaging and communication (DICOM) format to
NIFTI format and adjusted it to a fixed size. Truncate the HU value to 0-1000
as the normalized input. In the post-processing stage, this study uses median
filtering to smoothly resample the predicted image back to its original size and
construct the largest connected region to eliminate some erroneous segmentation
results in the model. In addition, this study also used image morphology to fill
and segment the holes in the carotid artery vessel wall to obtain the final output
result.

3.2 Result

The evaluation indicators of this study include Dice similarity, mIoU, recall,
and accuracy Pre. Compared with traditional segmentation networks, this study
achieved good performance improvements in all indicators. Please refer to Table
1 for details.
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Table 1. Performance comparison between our method and other methods.

Method DSC(%) mIou(%) Recall(%) Pre(%)

SegNet 63.11 57.88 60.13 64.07

U-Net [20] 73.78 65.59 75.53 69.04

Res-UNet 74.21 65.96 81.69 73.03

Dense-UNet 74.50 66.21 81.06 70.23

VNet [17] 75.49 67.09 80.15 72.08

STUNet [21] 76.47 67.98 79.78 73.82

KIUNet [22] 75.32 66.12 79.47 71.44

Ours 76.52 69.03 82.24 74.26

Table 2. Performance comparison between our method and other methods.

Method DSC(%) mIou(%) Recall(%) Pre(%)

Baseline 75.49 67.09 80.15 72.08

Baseline+ViT 75.64 67.42 80.87 73.17

Baseline+ViT+JAS 76.09 68.41 82.10 73.92

Baseline+ViT+JAS+FF 76.52 69.03 82.24 74.26

Fig. 4. Visualization results of segmentation for three typical examples (1). Our method
has segmented a more complete carotid artery vessel wall.

Fig. 5. Visualization results of segmentation for three typical examples (2). Our method
provides a more complete segmentation of blood vessel walls from cross-sectional views.
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Fig. 6. Visualization results of segmentation for three typical examples (3). Our method
achieves better continuity in segmentation from a cross-sectional perspective.

Through the table 1, it can be seen that the model constructed in this study
has achieved the best results in all indicators, with a DSC value of 76.52%, mIou
of 69.03%, Recall of 82.24%, and Pre of 74.26%.

This study demonstrated the effectiveness of the design module by setting up
corresponding smile experiments. The ablation experiment results are detailed
in Table 2:

The ablation experiment in the above table can verify the effectiveness of the
proposed module in this study, and it can be observed that the fusion module
constructed in this study can have certain performance improvements in various
indicators. Because the model constructed in this study is based on an improve-
ment of VNet, the baseline of this study is VNet, and corresponding modules
are added layer by layer to form the ablation experiment of this study.

This study drew segmentation visualization diagrams for three typical ex-
amples, as shown in Fig.4 - Fig.6. It can be seen that the method proposed in
this study has better segmentation performance compared to other methods in
comparative experiments.It can be seen from the segmentation visualization that
the proposed method has better segmentation performance compared to other
methods in comparative experiments, and the segmented carotid artery vessel
wall is more complete.

4 Conclusion

This study proposes a segmentation network based on convolutional neural net-
works and Transformers for precise segmentation of arterial blood vessels. This
study combines the Vision Transformer module with the VNet model. Compared
to traditional U-Net, VNet can directly process 3D data in processing 3D im-
age segmentation problems, while U-Net is commonly used for processing 2D
images and improves its structure by introducing residual connections. Residual
connections allow networks to learn complex mapping relationships more easily,
thereby improving their expressive power. Due to VNet working independently
on each pixel, it is unable to effectively utilize long-range dependency informa-
tion. In contrast, Transformer, due to its global attention mechanism, can better



Title Suppressed Due to Excessive Length 9

capture and process this information. This study replaced the intermediate con-
volution module in the Vnet module with the Vision Transformer module, and
introduced the Joint Attention Structure Block (JAS) to enhance the semantic
information in skip connections. The feature fusion module (FF, Feature fusion
block) is used to associate input information with each layer of feature maps,
enhancing the detailed information of the feature maps.
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14. Lainé, N., Liebgott, H., Zahnd, G., Orkisz, M.: Carotid artery wall segmentation
in ultrasound image sequences using a deep convolutional neural network. In: In-
ternational Conference on Computer Vision and Graphics. pp. 73–84. Springer
(2022)
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