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Abstract. Digital Subtraction Angiography (DSA) sequences serve as
the foremost diagnostic standard for cerebrovascular diseases (CVDs).
Accurate cerebrovascular segmentation in DSA sequences assists clini-
cians in analyzing pathological changes and pinpointing lesions. How-
ever, existing methods commonly utilize a single frame extracted from
DSA sequences for cerebrovascular segmentation, disregarding the in-
herent temporal information within these sequences. This rich temporal
information has the potential to achieve better segmentation coherence
while reducing the interference caused by artifacts. Therefore, in this
paper, we propose a spatio-temporal consistency network for cerebrovas-
cular segmentation in DSA sequences, named DSNet, which fully exploits
the information of DSA sequences. Specifically, our DSNet comprises a
dual-branch encoder and a dual-branch decoder. The encoder consists
of a temporal encoding branch (TEB) and a spatial encoding branch
(SEB). The TEB is designed to capture dynamic vessel flow information
and the SEB is utilized to extract static vessel structure information.
To effectively capture the correlations among sequential frames, a dy-
namic frame reweighting module is designed to adjust the weights of
the frames. In bottleneck, we exploit a spatio-temporal feature align-
ment (STFA) module to fuse the features from the encoder to achieve a
more comprehensive vascular representation. Moreover, DSNet employs
unsupervised loss for consistency regularization between the dual output
from the decoder during training. Experimental results demonstrate that
DSNet outperforms existing methods, achieving a Dice score of 89.34%
for cerebrovascular segmentation.
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Fig. 1. Schematic diagram of the DSA sequence. (a) illustrates a DSA sequence de-
picting the angiography process. (b) presents the MIP image derived from the DSA
sequence. Red arrows indicate the contrast agent from appearance to dissipation.

1 Introduction

Cerebrovascular diseases (CVDs) are major causes of global mortality and dis-
ability, causing profound physical and psychological anguish upon patients and
imposing substantial financial strains on families [1]. These conditions mainly
result from abnormalities in cerebrovascular structures. For instance, occlusion
or stenosis of the cerebral arteries precipitates stroke, while abnormal dilation
of cerebral arteries may result in aneurysms. Digital Subtraction Angiography
(DSA) comprises a series of sequential 2D frames captured over time, as demon-
strated in Fig. 1-(a). DSA has emerged as an indispensable technique for dy-
namic imaging of cerebrovascular structure and precise revealing of lesion de-
tails, owing to its inherent high spatial and temporal resolution capabilities [2].
Nevertheless, the interpretation of DSA images predominantly relies on visual
assessment by radiologists, a process characterized by its time-consuming and
labor-intensive nature. Furthermore, junior clinicians with limited expertise are
susceptible to the risks of misdiagnosis and underdiagnosis. Therefore, pursuing
the fully automated, high-precision segmentation of cerebrovascular structure
from DSA sequences is important. This advancement can assist clinicians in
obtaining complete and valuable cerebral vascular structures and quantifying
pathological changes to support clinical diagnosis and treatment of CVDs.

The rapid developments in deep learning have motivated several studies on
DSA cerebrovascular segmentation. Zhang et al. [3] firstly proposed a straight-
forward U-shaped network for cerebrovascular segmentation in single-frame DSA
images. To segment cerebrovascular structures with different diameters, Meng
et al. [4] introduced a segmentation framework called MDCNN, utilizing convo-
lutional neural network (CNN) with multi-scale dense connections, along with
an entropy-sampled patch method for segmenting single-frame DSA images. Xu
et al. [5] proposed an edge regularization network (ERNet) for segmenting cere-
brovascular structures in DSA images. ERNet uses erosion and dilation processes
on the initial binary annotations to create pseudo-ground-truths for false nega-
tive and false positive cases. In addition, to alleviate the challenge with limited
labeled images, Vepa et al. [6] proposed a weakly supervised approach using
an active contour model to generate pseudo-labels for cerebrovascular structure
segmentation in DSA images. However, whether employing a fully supervised or
a weakly supervised method, existing approaches typically rely on training with
a single frame selected from DSA sequences.
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The DSA sequences (Fig. 1-(a)) present dynamic changes in vessels, while
a single frame only captures a portion of the contrast agent. Notably, the an-
giogram at the bottom of the last frame nearly disappears, while its correspond-
ing minimum intensity projection (MIP) image (Fig. 1-(b)) exhibits good visibil-
ity. Hence, conventional 2D DSA segmentation methods, relying solely on single
frames from DSA sequences, often fail to fully exploit temporal dynamic in-
formation and may inadequately capture cerebrovascular nuances. Additionally,
solely considering the DSA sequences as video data for segmentation could lead
to information redundancy and resource consumption. To address these limita-
tions, we aim to leverage spatio-temporal information to improve segmentation
performance.

In this work, we propose a spatio-temporal consistency network to segment
cerebrovascular structures in DSA sequences, namely DSNet. It takes a DSA
sequence and its MIP image as input to produce a 2D mask. The proposed
method is composed of four main components: a Dual-Branch Encoder (DEB), a
Dynamic Frame reWeighting (DFW) module, a Spatio-Temporal Feature Align-
ment (STFA) module, and a dual-branch decoder. The DEB is designed to ex-
tract spatial and temporal features, and DFW is proposed to capture the cor-
relations among sequential frames. To effectively integrate the spatio-temporal
information, we propose STFA to fuse the features from the DEB. The main
contributions are summarized as follows:

(a) We propose a spatio-temporal consistency network for accurate cerebrovas-
cular segmentation in DSA sequences (DSNet), which simultaneously utilizes
dynamic flow and static vessel structure information in DSA sequences.

(b) We design a Dynamic Frame reWeighting module, which dynamically adjusts
the weights of features generated by the sequences. This module serves to
effectively capture the correlations among sequential frames and mitigate
the presence of redundant information.

(¢) To comprehensively incorporate spatio-temporal information, we propose a
Spatio-Temporal Feature Alignment module, which integrates features ex-
tracted by the encoder. Additionally, we employ an unsupervised optimiza-
tion strategy to enforce spatio-temporal consistency regularization between
the dual outputs from the decoder during training.

2 Proposed Method

2.1 Dual-branch encoder

The DEB contains two encoding branches, namely the temporal encoding branch
(TEB) and spatial encoding branch (SEB), as demonstrated in Fig. 2. The TEB
is designed to capture dynamic vessel flow information and the SEB is utilized to
extract static vessel structure information. Each encoding branch is comprised
of five residual blocks, with the last four blocks incorporating downsampling
operations. Although these branches are structurally identical, they operate in-
dependently without weight sharing. The primary distinction between the two
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Fig. 2. Schematic diagram of the proposed DSNet, which contains a dual-branch en-
coder, five dynamic frame reweighting (DFW) modules, a spatio-temporal feature align-
ment (STFA) module, and a dual-branch decoder.

encoding branches lies in their inputs, with the sequence and its MIP image
being fed into the TEB and SEB, respectively.

Temporal encoding branch: Given an input DSA sequence S €
where B, C, T, H, W represent the batch sizes, the number of channels, the
number of frames, the height, and the width of S, respectively. The process
of temporal encoding has been optimized for training convenience by merg-
ing B and T into N, where N = B x T. After being processed by the TEB,
the high-dimensional temporal feature can be obtained and denoted as F! é €
RNXCngg, where [ € {0, 1, 2, 3, 4}.

Spatial encoding branch: Similarly, given an input MIP image M €

which is produced by the corresponding DSA sequence S. We can obtain the
c RBXCx BT

BXxCXTxHxW
R ;

BxXCxHxW
R )

high-dimensional spatial feature F},

2.2 Dynamic frame reweighting

It is important to utilize the information on dynamic contrast flow in sequential
frames to assist the segmentation of cerebrovascular structures. Furthermore,
the feature F obtained from the TEB cannot be directly used for skip con-
nections, necessitating compression of dimensional 7. Therefore, we designed
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the DFW module, which is located in the skip connection of TEB, to capture
the correlations among sequential frames and avoid redundant information. The
DFW module can dynamically adjust the weight of feature ng in dimensional
T. The structure of DFW is shown in Fig. 2-(a). First, F} is subjected to both
max pooling and average pooling operations across the dimensional H and W
to get fs and fs € RV*XC . Subsequently, the dimensional N, C'is converted to
B,C.T, followed by individual passes through a Multi-Layer Perceptron (MLP)
block, and then is added to obtain fs~ By applying a sigmoid function to fS,
dynamic weights are derived, which are subsequently multiplied with ng and
aggregated through weighted summation along the dimensional 7. Finally we
obtain the enhanced feature F é € REXCX5r x5
process can be illustrated as follows:

. The complete computational

fs = W(T(MP(Fg)) + W(T(AP(F)), (1)

Fy = (S(f§) x Fg), (2)

where W, S, T, M P, and AP represent MLP block, sigmoid function, transpose
operation, max pooling, and average pooling, respectively.

2.3 Spatio-temporal feature alignment

The high-dimensional temporal feature F‘é from the last layer of TEB and the
high-dimensional spatial feature Fy; from the last layer of SEB exhibit certain
disparities. Simple addition may potentially result in adverse effects. Therefore,
to effectively integrate these two features into complete features, we introduce
the STFA module. The STFA module aligns the features from TEB and SEB
in the spatial dimension to generate fusion features with both spatial structure
and temporal flow information. The STFA module is based on the self-attention
mechanism [7], which is a linear combination of self-values to refine the input
features. As shown in Fig. 2-(b), F4 and F3, are individually processed through
1x1 convolutions to derive Qg, K, @, and K,,, respectively. Simultaneously,
we combine them and employ another 1x1 convolution to obtain V' in the STFA
module. Subsequently, the final fusion features can be obtained by computing
Qs, Ks, Qm, K, and V using Eq. (3) and Eq. (4).

fs = Softmaa:(QsX\EKS)V7 far = Softmax(Qmika)V7 (3)

F4 = Convi i (fs + F&), Fip = Convixi (fur + Fiy), (4)

where fg, fM € RBxCOx1gx1s represent the aligned features. Fgl and th] €

H W .
RBXCx16 %16 represent the fusion features.
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2.4 Spatio-temporal consistency regularization

The dual-branch decoder uses fusion features to produce segmentation results.
The fusion features F ¢ and FZ‘\‘/[ from the STFA module are directed into their
respective decoding branches to progressively decode and restore the original
resolution. As previously explained the sequence contains rich temporal flow
information, while the MIP image contains complete spatial structural infor-
mation. Therefore, each decoding branch pays distinct attention to spatial and
temporal information, thereby creating a difference in the fine details of cere-
brovascular structure between the predictions of the dual-branch decoder. To
utilize the difference, we propose a spatio-temporal consistency regularization
(STCR) strategy to optimize the model. Inspired by XNet [8], we employ an un-
supervised approach to minimize the dual-output consistency loss. Given L.y,
as the consistency loss, which is achieved by cross pseudo supervision loss [9].
We use one branch prediction as a pseudo-label to supervise the other branch,
and vice versa. L.,, can be defined as:

Leon = Ecson(PreS, P;’eM) + E%n(PreM, PAreS), (5)

where Preg and Preyy represent the pseudo-label of sequence and MIP image
generated by Preg and Preyy, respectively.

In this study, both the supervised loss Lg and Lj;, and the consistency
loss £5 and £M  all use dice loss and cross-entropy loss. The overall loss is
formulated as follows:

£t0tal = £S + ‘CM + ‘Cfon + £é\gn (6)

3 Experimental Results

3.1 Dataset and implementation details

The proposed DSNet was evaluated on a dataset consisting of 70 DSA sequences.
We extracted the frames that contain vessels in the arterial phase [10] from the
original sequence and registered them together. The registered sequential frames
were subjected to a minimum-intensity projection operation to obtain the MIP
image. Additionally, to facilitate training, the registered sequential frames were
resampled to 8 frames. The MIP images underwent pixel-by-pixel annotation by
an experienced radiologist and then reviewed and corrected by another senior
radiologist. All DSA sequences described in this paper are from studies approved
by institutional ethics committees, and written informed consent was acquired
from each participant by the Declaration of Helsinki.

Our method was implemented based on the PyTorch framework with NVIDIA
GeForce RTX 3090. Stochastic Gradient Descent (SGD) was employed for model
optimization during training, with a momentum of 0.99 and a weight decay of
3e-5 for 300 epochs. The initial learning rate was set to 0.01 with a polynomial
decay strategy. The batch sizes were set as 2 and patch sizes were set as 512x512
pixels. During training, common data augmentation methods, including random
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Table 1. Performance comparisons for cerebrovascular segmentation.

Methods| Dice(%)  cIDice(%)  IoU(%) SEN(%) AUC(%)

UNet [11]] 84.78+0.99 79.00£1.46 74.04+1.39 79.72+1.87 89.60+0.91
UNet++ [12]] 83.284+1.53 78.39+£1.89 72.33+1.98 76.46+2.29 88.05+1.13
AttentionUNet [13]| 82.56+2.26 76.714+2.45 71.19+2.93 75.71+£3.29 87.65+1.63
CSNet [14]| 84.96+2.17 80.11£2.58 74.48+3.06 79.90£4.08 89.72+2.00
CENet [15]| 81.17£1.58 74.89+2.00 69.08+1.95 73.70+2.40 86.63+1.18
]

]

]

Segformer [16]| 79.24+1.24 70.114+1.21 65.95+1.63 73.86+2.31 86.51+1.11
SwinUNet [17]| 81.56+£0.80 71.24+1.65 69.40+1.13 76.47+£1.89 87.90+0.92
TransUNet [18]| 86.48+0.74 83.17+0.85 76.51+1.07 87.80+0.80 93.40+0.35

nnUNet [19]| 87.45+0.22 83.804+0.04 77.93+0.37 85.98+0.94 92.65+0.45

Ours—DSNet‘89.34:|:O.24 86.26+0.55 80.96+0.40 88.85+0.80 94.10+0.38

MIP Image UNet CSNet TransUNet Proposed

Fig. 3. Qualitative results of cerebrovascular segmentation on MIP images. The withe,
green, and red denote the true positive, false negative, and false positive, respectively.
Enlarged viewing for better clarity.

rotation, elastic deformation, random scaling, random cropping, gamma aug-
mentation, and mirroring, were applied. We utilized a 5-fold cross-validation
approach to evaluate the performance.

3.2 Comparison with the state-of-the-art methods

To demonstrate the superiority of the proposed DSNet, we compared it with
several state-of-the-art methods in the medical image segmentation field, includ-
ing UNet [11], UNet++ [12], AttentionUNet [13], CSNet [14], CENet [15], Seg-
former [16], SwinUNet [17], TransUNet [18], and nnUNet [19]. We use the Dice
coefficient (Dice), clDice [20], intersection over union (IoU), sensitivity (SEN),
and area under the ROC curve (AUC) to evaluate the segmentation performance.
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Table 2. Ablation results of our DSNet for cerebrovascular segmentation.

Methods| Dice(%)  cIDice(%)  IoU(%) SEN(%)  AUC(%)

Backbone| 88.20+£0.34 84.81+£0.40 79.16£0.54 86.69£0.96 93.03+£0.46
Backbone + M1| 88.87+0.32 85.74£0.36 80.23+0.51 87.86+0.91 93.62+0.44
Backbone + M2| 88.99+0.31 86.12+0.27 80.42+0.50 87.83£0.74 93.61+£0.36
Backbone + M3|89.34+0.24 86.26+£0.55 80.96+0.40 88.85+0.80 94.10+0.38

The comparison results are shown in Table 1. Based on quantitative compari-
son results, we can observe that the proposed method outperforms the other
methods. Specifically, our method demonstrates superior performance compared
to nnUNet [19], achieving improvements of 1.89% and 3.03%, in Dice and IoU,
respectively. DSNet also surpasses TransUnet [18], by 1.05% on SEN and 0.7%
on AUC. We further conducted a comparison using the clDice [20] metric, where
our method significantly leads with a score of 86.26%. This indicates that our
approach performs exceptionally well in maintaining vascular connectivity.

Fig. 3 visualizes the qualitative segmentation results of DSNet with other
competitors [19,18,14,11]. Thanks to the spatio-temporal consistency framework,
our DSNet can not only preserve vascular connectivity, which is failed in other
methods (as indicated by the yellow arrows in the 15¢ row), but it also can capture
small vessels in areas of low contrast (highlighted by yellow arrows in the 3¢
row). Moreover, our DSNet demonstrates robust performance by balancing false
positives and false negatives in challenging scenarios (2" row).

3.3 Ablation study

To investigate the effectiveness of all components of the proposed DSNet, we
conducted the following ablation studies. We employed a network stripped of all
components as the backbone, systematically reintegrating each component in se-
quence to conduct comprehensive ablation studies. We successively incorporate
M1: Dynamic Frame reWeighting, M2: M1 and Spatio-Temporal Feature Align-
ment, and M3: M2 and Spatio-Temporal Consistency Regularization, into the
Backbone. The results for ablation are summarized in Table 2. Compared to the
backbone, the network with DFW achieves better performance, with an increase
of approximately 0.67%, 0.93%, 1.07%, 1.17%, and 0.59% in Dice, clDice, IoU,
SEN, and AUC, respectively. Moreover, integrating STFA and STCR into the
network also results in a certain degree of improvement. Overall, by combining
the proposed components, our model can achieve superior performance.

4 Conclusion

In this paper, we have proposed a spatio-temporal consistency network for cere-
brovascular segmentation in DSA sequences. In contrast to other segmentation
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methods that only focus on individual frames, our DSNet exploits the tempo-
ral dynamical information of sequences and incorporates the complete spatial
structural information derived from MIP images to effectively segment cere-
brovascular structure. The DSNet can learn the correlations among DSA se-
quential frames via the dynamic frame reweighting module. Meanwhile, to fa-
cilitate the learning and fusion of spatial and temporal features, the DSNet
integrates a spatio-temporal feature alignment module with a consistency reg-
ularization strategy. Extensive experiments confirmed the effectiveness of our
method, demonstrating the potential for practical use in clinical applications.
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