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Abstract. Accurate segmentation of pathology images plays a crucial
role in digital pathology workflow. Fully supervised models have achieved
excellent performance through dense pixel-level annotation. However, an-
notation on gigapixel pathology images is extremely expensive and time-
consuming. Recently, the state space model with efficient hardware-aware
design, known as Mamba, has achieved impressive results. In this paper,
we propose a weakly supervised state space model (PathMamba) for
multi-class segmentation of pathology images using only image-level la-
bels. Our method integrates the standard features of both pixel-level and
patch-level pathology images and can generate more regionally consis-
tent segmentation results. Specifically, we first extract pixel-level feature
maps based on Multi-Instance Multi-Label Learning by treating pixels as
instances, which are subsequently injected into our designed Contrastive
Mamba Block. The Contrastive Mamba Block adopts a state space model
and integrates the concept of contrastive learning to extract non-causal
dual-granularity features in pathological images. In addition, we suggest
a Deep Contrast Supervised Loss to fully utilize the limited annotated
information in weakly supervised methods. Our approach facilitates a
comprehensive feature learning process and captures complex details and
broader global contextual semantics in pathology images. Experiments
on two public pathology image datasets show that the proposed method
performs better than state-of-the-art weakly supervised methods. The
code is available at https://github.com/hemo0826 /PathMamba.

Keywords: Weakly supervised - Pathology images - Multi-class segmen-
tation- Visual mamba.

1 Introduction

Pathological images are significant for the clinical diagnosis and prognosis of
diseases. In the past decade, with the vigorous development of artificial intel-
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ligence technology, automatic analysis of tissue pathology images has achieved
performance comparable to that of human pathologists in certain tasks [5}(17].
However, most methods are based on supervised learning, and their performance
mainly relies on many training samples with detailed annotations [6}/7]. These
annotations often require an experienced pathologist, are expensive to obtain,
and are prone to human error.

Compared with supervised and unsupervised learning, weakly supervised
learning algorithms only require coarse-grained annotations to perform language
semantic segmentation [11/13] automatically. Therefore, weakly supervised learn-
ing algorithms that achieve a good balance between cost and accuracy are a
promising approach. According to the degree of coarse-grained labeling, the
annotation of weakly supervised image segmentation can be divided into im-
age annotation |11], bounding box annotation [15]|, and point annotation [1§].
Among these annotations, image-level label annotation has the lowest cost and
the broadest range of applications [20]. In this work, our motivation is to seg-
ment cancer regions at the pixel level of histopathology images and rely only on
image-level labels.

However, most existing weakly supervised pathological image segmentation
methods are explored based on CAM methods [9,/19]. Nevertheless, CAM-based
methods face significant challenges because classification networks tend to distin-
guish objects by their most discriminative features, whereas segmentation tasks
aim to find complete objects. Simultaneously, the spatial correlation among dif-
ferent locations was disregarded.

Recently, inspired by the state space model (SSM) [12], researchers devel-
oped Mamba [8] to address the bottleneck of lengthy sequence modeling. The
main idea is to effectively capture long-range dependencies and improve train-
ing and inference efficiency by selecting scanning mechanisms and implementing
hardware-aware algorithms. U-Mamba [14] and Vision Mamba [21] based on
SSM have been used for fully supervised image classification and semantic seg-
mentation tasks.

Inspired by the above observations, we propose a novel framework called
PathMamba for weakly supervised multi-class segmentation of pathology images.
Unlike methods that only consider pixels or patches, our framework comprehen-
sively considers standard pixel-level and patch-level pathology image features.
Specifically, our PathMamba first utilizes Multi-Instance Multi-Label to extract
pixel-level feature maps by treating pixels as instances. Subsequently, we de-
sign a novel Contrastive Mamba Block (CMB) to study the correlation between
different granularities of pathological images. Since the structured state space
sequence model with selective scanning (S6) [8] can only capture the information
of the scanning part of the data, it cannot handle non-causal data, such as multi-
ple contrast information in images. To this end, we incorporate Dual-granularity
Comparative Mamba (DC-Mamba), a structured state-space sequence model
with contrast-selective scanning, into a patch-level encoder to achieve efficient
visual representation learning. In addition, since weakly supervised methods lack
supervision and are difficult to constrain the learning process, we introduce a
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Deep Contrast Supervised Loss (DCL) based on deep supervision [11]. It can bet-
ter utilize image-level annotations to supervise feature learning of each network
layer. Finally, we adopt a lightweight decoder head to integrate dual-granularity
contrastive feature sequences to predict segmentation masks.

We use two datasets, LUAD-HistoSeg [9] and BCSS-WSSS [1], to verify the
effectiveness of our proposed PathMamba in weakly supervised pathology im-
age segmentation tasks. Our method yields superior performance compared to
existing state-of-the-art weakly supervised methods. In summary, the main con-
tributions of this work are as follows:

eWe present a weakly supervised state space model (PathMamba) for multi-
class segmentation of pathology images using only image-level labels. To our best
knowledge, this is the first work introducing Mamba to the weakly supervised
image segmentation task.

eWe combine contrastive learning and Visual Mamba to design a novel Con-
trastive Mamba Block, which can explore the coherent learning of non-causal
dual-granularity features in pathology images.

eWe propose a Deep Contrast Supervised Loss that enables the network to
fully exploit limited annotation information.

eExperiments on two public pathology image datasets show that our pro-
posed method can achieve better performance than state-of-the-art weakly su-
pervised methods.

2 Methodology

Figure 1 illustrates the basic structure of the proposed weakly supervised state
space model (PathMamba) for multi-class segmentation of pathology images.
We present the concept of Multi-Instance Multi-Label Learning (MIML) to ex-
tract pixel-level characteristics and spatial connections. Our Contrastive Mamba
Block (CMB) is designed to use the extracted pixel-level feature and the original
image as inputs. The CMB, adopting Visual Mamba and contrastive learning, al-
locates attentional weights to pixel-level and patch-level features at each stage of
learning. Meanwhile, we develop a Dual-granularity Comparative Mamba (DC-
Mamba) to capture pixel-level and patches-level contrast selected spatial fea-
tures, which the original Mamba model is unable to do because of its limitation
in capturing non-causal information. In addition, we follow the method proposed
by Jia et al. |11] and further develop a Deep Xontrast Supervised Loss to solve
the problem of insufficient supervision data in weakly supervised learning. We
will provide a detailed description of our components in the upcoming sections.

2.1 Generate pixel-level feature maps

Multi-Instance Learning (MIL) methods assign a set of instances as "negative"
or "positive", where the group of instances is called a package. The goal is to
predict both package-level and instance-level labels, but it is more commonly
used to solve image binary classification problems. In this paper, We consider
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Fig. 1. The overview of the proposed PathMamba. The green block represents the
MIML to generate pixel level feature process. Image label is the image-level label.

Multi-Instance Multi-Label Learning (MIML), which can perform the task of
multi-label segmentation relying only on image-level labels. In our case, we refer
to the image as a bag and each pixel in the image as an instance. Each bag
can be associated with multiple labels. The initial three convolution stages of
ResNet-50 , depicted in Fig. 1 as the green block, serve as the foundational
component for capturing pixel-level features. In our studies, three convolution
blocks in a trunk are adequate for feature extraction. The output channel size is
reduced to 1 using a 1 x 1 convolution. A pixel-level feature map is created by
restoring the image to its original size following a bilinear upsampling procedure.

2.2 Contrastive Mamba Block

Exploring non-causal dual-granularity information and global linkages is es-
sential for pathological picture segmentation. The Transformer design can effi-
ciently capture global information but faces significant computational challenges
when dealing with excessively long feature sequences. We develop a Contrastive
Mamba Block (CMB) to overcome this limitation, which can efficiently model
dual-granularity information and global information.

Figure 2a demonstrates that CMB utilizes the Patch Embedding layer to
partition the input pathologic image into non-overlapping patches and carry out
the mapping process. The flattened sequence is normalized by Layer Normal-
ization before being fed into the Dual-granularity Comparative Mamba module
(DC-Mamba) and the deep convolutional layer. The DC-Mamba module creates
contrast distinctions among several levels of diseased pictures, while the deep
convolution function is designed to preserve intricate details. The original shape
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Fig. 2. Detailed Implementation of Contrastive Mamba Block.

is acquired by performing the inverse process. The process in the CMB layer can
be described as:

h! = DCMamba (LayerNorm (gb(hl*l))) + o(hh),

. ) (1)

h! = ¢~ (DeepConv (LayerNorm (hl» + hY),

Where ¢ denotes the transpose and flattening operations, ¢! represents its
inverse operation, I € [1, Ny,].

Dual-granularity Comparative Mamba Although S6 has causal properties
for temporal data, it cannot handle multi-input non-causal information. To solve
this problem, we design the DC-Mamba, which combines different granularity
information of pathological images for comparative modeling, as shown in Figure
2b. Specifically, to explicitly explore the relationship between patch-level and
pixel-level features, we first expand each pathology image into a sequence along
four different directions through a scan expansion operation. These sequences are
then processed by the S6 block for feature extraction, ensuring that information
from all directions is scanned thoroughly to capture different features. Then,
we design the Contrast Correlation operation to get the contrast map. Given a
patch-level feature map P, the Contrast Correlation operation based on the idea
of contrastive learning is defined as follows:

Cew = N((ReLU(CSM(P, A,) — nCSM(P, A,)))%), (2)
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where the CSM represents cosine similarity. The A4 and A,, denote the pixel-
level feature map’s vital and weak attention area vectors. The operation A is a
two-dimensional normalization operation, n € [0, 1] is a positive constant.

DC-Mamba considers pathological image patch-level and pixel-level feature
coherence and utilizes parallel SSM to establish long-range dependencies, thereby
achieving more effective visual representation learning.

2.3 Deep contrast supervised loss

The training set is denoted by S = {(X,,,Y,),n =1,2,3,...,t}, where X, is the
n — th input picture and Y,, € {0,1,...,m} represents the label of the n — th
input image. Y}, (7, j) represents the probability of the pixel at location p; j in the
prediction of the n — th image. The output of the Contrastive Mamba Block is
denoted as Y;”. Thus, the image-level prediction can be defined as:

Yn=s<@§[fg<i,j>}r> +<1—5><®§[Y;<i,j>}r> )

The parameter r controls clarity and proximity to the hard function: ¥ — max; ;,
Y, (i,j) as r — oo, which is used to control loss weights. The model is trained by
minimizing the loss between the output prediction and the true situation. Deep
Contrast Supervised Loss designed in the form of a cross-entropy loss function:

r

m

L.= iz (— Z <I (Yn = u)log ¥, +1(Y, = v)log(1l — Yn))) ,  (4)

v=1

where I(-) is the indicator function.

3 Experiments

Dataset: To demonstrate the effectiveness of our proposed PathMamba, we
evaluate our weakly supervised segmentation method for multi-class pathol-
ogy images using two datasets, LUAD-HistoSeg [9] and BCSS-WSSS [1]. The
LUAD-HistoSeg dataset has 31,826 pathology pictures sized at 224 x 224. The
sample consists of four tissue classes: tumor epithelium (TE), tumor-associated
mesenchyme (TAS), necrosis (NEC), and lymphocyte (LYM). The BCSS-WSSS
collection has 17,286 pathologic pictures sized at 224 x 224. The dataset con-
tains detailed annotations at the pixel level for each Region of Interest (ROI) in
five distinct categories: tumor (TUM), stroma (STR), lymphocytic infiltration
(LYM), necrosis (NEC), and other (OTR).

Competing Methods and Evaluation Metrics: We assess the suggested
method by comparing it with weakly supervised segmentation methods such as
HistoSegNet [2|, SC-CAM |3]|, C-CAM [4] and WSSS-Tissue [|9]. Simultaneously,
it is compared with the fully supervised UNet [16] method. All methods are
evaluated using four metrics: Dice, IoU, Recall, and Precision.
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Implementation Details: Our experiments are performed on an NVIDIA
GeForce RTX A6000 GPU with 48G memory and repeated five times to calculate
the average. The model is trained using the Adam optimizer with a weight decay
5e — 4 and a fixed learning rate of 1e — 5. We set the batch size to 16 and the
training epochs to 100. The parameter r of the generalized mean function is set
to 4, and the parameter ¢ controlling the loss weight is set to 0.5.

Table 1. Quantitative comparison with state-of-the-art methods on the BCSS-WSSS
and LUAD-HistoSeg datasets. mP: mPrecision; mR: mRecall.

BCSS-WSSS LUAD-HistoSeg

Model Supervision
mDice mloU mP mR |mDice mloU mP mR

HistoSegNet |2] |Weakly supervision| 0.505 0.276 0.582 0.571| 0.641 0.478 0.654 0.662
SC-CAM 3] [Weakly supervision| 0.729 0.663 0.742 0.733| 0.715 0.641 0.756 0.761
C-CAM |4] |Weakly supervision| 0.645 0.559 0.666 0.657| 0.682 0.572 0.703 0.708

WSSS-Tissue [9]|Weakly supervision| 0.767 0.697 0.786 0.758| 0.818 0.756 0.826 0.822

UNet |16] Fully supervision | 0.785 0.706 0.810 0.788| 0.840 0.770 0.862 0.855

Our Model |Weakly supervision| 0.789 0.712 0.804 0.798| 0.842 0.767 0.870 0.853

Comparison with SOTA Methods: Table 1 reports a quantitative compar-
ison of the proposed method with recent state-of-the-art methods. Experiment
results show that our method outperforms other models in testing (Figure 3). We
attribute this to the global modeling capabilities of Contrastive Mamba Block
and its ability to characterize pathological images through contrastive learn-
ing at two granularities of patches and pixel levels. Specifically, Our method
surpasses the current leading weakly supervised segmentation method WSSS-
Tissue by 2.2% and 2.4% in Dice score on both datasets. Additionally, it may
be noted that the performance of our PathMamba is nearly equivalent to that
of a fully monitored U-Net. This could be attributed to two factors: 1) Path-
Mamba considers two different granularities of information from pathological
images simultaneously, which is helpful for pathological image segmentation. 2)
The suggested Deep Contrast Supervised Loss effectively captures the sufficient
semantic information of each layer within the model’s middle section and en-
hances segmentation performance. In summary, the proposed framework can
produce accurate prediction masks using only image-level labels of pathology
images. There is no need for dense pixel-level annotation on pathology images.

Ablation Study: We conduct ablation studies to determine the efficiency of
individual components and identify the best settings. Table 2 displays the impact
of including several components on segmentation performance, such as Multi-
Instance Multi-Label Learning (MIML), Contrastive Mamba Block (CMB), and
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Fig. 3. Visualization of the prediction results of our proposed PathMamba compared
with the State of the Art.

Deep Contrast Supervised Loss (DCL). Introducing pixel-level feature maps cre-
ated by MIML (model b) improves Dice, demonstrating the benefit of pixel-level
granularity. Models ¢ and d demonstrate that incorporating CMB enhances seg-
mentation accuracy, showcasing the effectiveness of global modeling and dual-
granularity contrastive learning for feature representation. Moreover, the model
f’s performance is optimized with the use of DCL. We suppose it is because
DCL enables the network to extract target information effectively without re-
lying on pixel-level labeling. The results indicate that the weakly supervised
segmentation approach for multi-class pathology images outperforms the single-
granularity baseline when paired with Contrastive Visual Mamba.

Table 2. Ablation analysis of different components in the proposed PathMamba on
LUAD-HistoSeg. mP: mPrecision; mR: mRecall. CMB: Contrastive Mamba Block.
DCL: Deep Contrast Supervised Loss. MIML is the operation that generates pixel-
level feature maps.

Model name Method mDice mloU mP mR
a B 0.765 0.701 0.780 0.774
b B-+MIML 0.788 0.719 0.801 0.794
c B+CMB 0.802 0.746 0.817 0.808
d B+MIML-+CMB 0.816 0.758 0.838 0.825
f B+MIML+CMB+DCL(Ours) | 0.842 0.767 0.870 0.853

B: baseline.

4 Conclusion

In this paper, we propose a novel weakly supervised learning method using only
image-level labels, which explores pixel-level and patch-level standard features
of histopathology images via Multi-Instance Multi-Label Learning (MIML) and
Contrastive Mamba Block (CMB). MIML adaptively captures pixel-level fea-
tures from the images to capture pixel-level features, and CMB learns granular
contrast features and global relationships with less computational overhead. In
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addition, we use Deep Contrast Supervised Loss to utilize under-annotated infor-
mation better. Experiments show that our proposed framework has the potential
to be an effective means of annotating pathology images in clinical applications.
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