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Abstract. Automatic and accurate segmentation of brain MR images
throughout the human lifespan into tissue and structure is crucial for un-
derstanding brain development and diagnosing diseases. However, chal-
lenges arise from the intricate variations in brain appearance due to rapid
early brain development, aging, and disorders, compounded by the lim-
ited availability of manually-labeled datasets. In response, we present a
two-step segmentation framework employing Knowledge-Guided Prompt
Learning (KGPL) for brain MRI. Specifically, we first pre-train segmen-
tation models on large-scale datasets with sub-optimal labels, followed by
the incorporation of knowledge-driven embeddings learned from image-
text alignment into the models. The introduction of knowledge-wise
prompts captures semantic relationships between anatomical variabil-
ity and biological processes, enabling models to learn structural feature
embeddings across diverse age groups. Experimental findings demon-
strate the superiority and robustness of our proposed method, partic-
ularly noticeable when employing Swin UNETR as the backbone. Our
approach achieves average DSC values of 95.17% and 94.19% for brain
tissue and structure segmentation, respectively. Our code is available at
https://github.com/TL9792/KGPL.

Keywords: Brain MRI segmentation · Across the lifespan · Knowledge-
guided prompt learning · Fine tuning · Transfer learning.

1 Introduction

Dense segmentation of brain MR images involves voxel-wise labeling from differ-
ent brain tissues, i.e., white matter (WM), gray matter (GM), cerebrospinal fluid
(CSF), into fine-grained cortical and subcortical subregions, such as 106 struc-
tures according to Desikan-Killiany (DK) atlas [4] and Schaefer 400-parcels as
described in [20]. Lifespan brain segmentation is essential for quantitative brain

Lifespan refers to the period between birth and death, emphasizing the wide age
range covered in our study.

https://github.com/TL9792/KGPL
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development analysis and neurodegenerative disorders diagnosis [9]. Manual an-
notation is time-consuming and labor-intensive. Hence, an automated brain im-
age segmentation method is urgently needed.

Several software packages, such as FMRIB Software Library (FSL) [21] and
FreeSurfer [8], have been developed to automatically segment brain images. How-
ever, processing each subject using these tools costs several hours, and the ob-
tained results often require further manual corrections by experienced experts.
Recent advancements in deep learning, such as convolutional neural network
(CNN) based U-Net [16], Vision Transformer (ViT) based methods [7] like UN-
ETR [11], and Swin Transformer based [15] Swin UNETR [10], have shown
promise in medical image segmentation.

Brain morphology is dynamic in the human lifespan, leading to considerable
appearance variations in brain images [22]. For instance, CSF exhibits grad-
ual expansion, while GM experiences progressive reduction with aging, particu-
larly among elderly individuals with Alzheimer’s disease (AD). However, most
previous efforts are established on a single time point, and primarily focus on
image-based information while overlooking the complementary textual informa-
tion that provides essential contextual details and insights into the pathology or
anatomy, which often results in lacking generalizability over a range of ages [6,25].
Additionally, the performance of learning-based methods is often restricted by
the scarcity of annotated datasets, especially when labeled training samples for
specific time points are limited in practice. To solve this problem, transfer learn-
ing [17] and fine-tuning [19,23] strategies have been widely adopted. Jia et al. [13]
proposed an efficient fine-tuning method called Visual Prompt Tuning (VPT),
which incorporates a small set of random learnable parameters into the input
space. Directly applying random parameters representing unknown information
may hinder model training [14].

To tackle the challenges mentioned above, we present a two-step framework
with knowledge-guided prompt learning (KGPL) tailored for the dense segmen-
tation of brain MR images across diverse age groups, which are the first to in-
corporate knowledge-wise prompts into brain segmentation models. Specifically,
drawing inspiration from VPT, we replace random embeddings with knowledge-
driven embeddings, learned from the pre-trained text encoder in BiomedCLIP,
into the input space of the encoder. The knowledge-wise learnable embeddings
exploit the relationship between images and brain structural and developmental-
specific biomedical characteristics, aiming to empower models to learn distin-
guishing representations of brain data acquired from different age phases. Ex-
perimental results demonstrate that our proposed method outperforms state-of-
the-art (SOTA) baselines, and performs robustly in different backbone networks.

BiomedCLIP indicates Biomedical Contrastive Language-Image Pre-training
(CLIP) [18, 26], which is pre-trained on large-scale figure-caption pairs by jointly
training an image encoder and a text encoder, being able to well establish the se-
mantic connection between images and language [27].
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2 Methodology

We aim to develop an automatic and robust approach to segment brain structure,
based on brain MRI and specific biomedical attribute information. Fig. 1 illus-
trates the overall framework. Specifically, we first pre-train segmentation models
on large-scale datasets with sub-optimal annotation (Sec. 2.1). Subsequently, we
refine the pre-trained models on relatively small-scale manually labeled datasets
by introducing a few knowledge-driven learnable parameters into the input space,
aiming to guide models to extract more crucial features of brain data spanning
a large range of age. (Sec. 2.2).

Fig. 1. Overview of our proposed two-step segmentation framework, incorporating
Knowledge-Guided Prompt Learning (KGPL) for brain MRI across the lifespan. The
top part shows the vision pre-training on the source domain, and the bottom part
shows the refinement of the pre-trained models with knowledge-wise prompts on the
target domain. Here, we adopt the weights learned from the source domain to initialize
the model of the target domain, by only updating the learnable parameters and the
decoder while freezing the encoder.

2.1 Vision Pre-training

In this section, we utilize datasets with sub-optimal labels to establish models for
segmenting brain MR images into tissue and structure, respectively. Specifically,
we select one cutting-edge segmentation model as the backbone. Using the T1-
weighted MR image as input, we first train the model to predict the brain tissue
segmentation mask, which is supervised by the Dice loss function formulated as
Eq. (1). Subsequently, the predicted tissue segmentation results as input to train
another model for brain structure parcellation, which is supervised by both Dice
and Focal loss functions as expressed in Eq. (2).
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Dice Loss = 1− 2× |P ∩G|
|P |+ |G|

, (1)

where P is the prediction result, and G denotes the ground truth.

Loss = Dice Loss − α× (1− pt)
γ × log(pt), (2)

where α and γ are set to 100 and 0.2 based on experience. pt is the probability
of the predicted result.

2.2 Fine-tuning with Knowledge-wise Prompt

To utilize specific textual information reflecting brain properties to enhance the
discriminative learning of fine-grained brain anatomical structures, we introduce
a novel KGPL approach. The procedure is illustrated at the bottom of Fig. 1.

Knowledge Prompt Generation. Brain morphology, such as cortical thick-
ness, shows a strong correlation with biological attributes like brain age, sex,
and disease status [3]. This textual information comes from the corresponding
data acquisition centers and official websites. To leverage this prior knowledge
for guiding feature extraction, we initially categorize subjects into age groups
every decade, considering that brain morphology remains relatively similar at
close ages. Then individual attribute details are embedded into a template to
generate a descriptive sentence (e.g., "This is a brain magnetic resonance image
acquired from a male with mild cognitive impairment at fifty years old").
Finally, this sentence is encoded by a pre-trained text encoder from Biomed-
CLIP to obtain knowledge embeddings with dimensions (B,N,D), where B is
the batch size, N is identical to the number of word tokens, and D is a fixed
hidden dimension of 768.

Learnable Prompt Pre-initialized by Knowledge Prompt. To effectively
integrate prior knowledge into models, we first pre-define multiple learnable to-
kens (i.e., learnable embeddings) with zero values, matching with the dimension
of knowledge embeddings. Then, the learnable embeddings are pre-initialized by
knowledge embeddings through addition operation, referring to knowledge-wise
learnable embeddings.

Model Fine-tuned Guided by Knowledge-wise Prompt. Inspired by
VPT, we serve knowledge-wise learnable embeddings as input to deep-level en-
coder layers, considering knowledge features are considered high-level. Specifi-
cally, we denote the collection of p knowledge-wise learnable tokens as P = {Pk ∈
RM ||k ∈ N, 1 ≤ k ≤ p}, where p is the number of word tokens. To ensure that
they can interact with image embeddings, we reshape them on the hidden di-
mension. For U-Net or Swin UNETR as the backbone, knowledge-wise learnable
embeddings are reshaped via the Adaptive Average Pooling (AAP) operator,
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transitioning from (B,N,D) to (B,N, 1). Following this, they pass through a
linear layer with shape (B,C,N), where C is the number of channels; For UN-
ETR, knowledge-wise learnable embeddings are first transposed from (B,N,D)
to (D,N,B), then processed by a linear layer to match image embeddings’ shape,
except for the sequence length dimension. Next, they are inverse-transposed to
restore the original dimension order. Finally, they are concatenated with image
embeddings to calculate information interaction. The shape is (B,C, (N + S)),
in which S represents the dot product of the feature map’s length, width, and
height. The procedure can be formulated as:

[Xi,_] = Li−1([Pi−1, Xi−1]), (3)

[Xi+1,_] = Li([Pi, Xi]), (4)

where Xi ∈ RB×C×S is image embeddings extracted by the i-1 -th encoder layer
Li−1. Pi denotes knowledge-wise learnable embeddings at Li’s input space. Dur-
ing the fine-tuning step, only the image embeddings are directed to the decoder.
Notably, we initialize the model of the target domain using weights learned from
the source domain, by updating only the learnable parameters and the decoder
while freezing the encoder.

3 Experiments and Results

3.1 Datasets and Metrics

Our datasets covering various age stages are collected from multiple repositories,
including CBMFM (643 subjects, aged 18-81), Alzheimer’s Disease Neuroimag-
ing Initiative (ADNI) (1285 subjects, aged 20-97) [12], Autism Brain Imaging
Data Exchange (ABIDE) (1062 subjects, aged 9-64) [5], and Adolescent Brain
Cognitive Development (ABCD) dataset (458 subjects, aged 9-11) [2]. Detailed
analysis of demographic information can be found in the supplementary mate-
rial. Most datasets processed by FreeSurfer have sub-optimal labels. To obtain
accurate labels for fine-tuning and model inference, FreeSurfer is initially ap-
plied, followed by manual annotations. Each dataset is randomly partitioned
into training, validation, and testing sets in an 8:1:1 ratio. Each subject has a
T1-weighted MR image, brain tissue segmentation mask, and structure segmen-
tation mask (106 regions). T1-weighted MR images are pre-processed by skull
stripping, bias field correction [24], and intensity normalization. Performance
evaluation utilizes two quantitative metrics: Dice Similarity Coefficient (DSC)
and Average Surface Distance (ASD).

3.2 Implementation Details

Experiments are conducted using MONAI [1] on a single NVIDIA TITAN RTX
GPU with 24GB memory. Training spans 1000 epochs with early stopping, uti-
lizing an AdamW optimizer with a learning rate of 1e-4 and regularization weight
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of 1e-5. We adopt a linear warmup cosine annealing learning rate scheduler. Data
augmentation involves randomly flipping along three axes with a probability of
0.5. Images are cropped to (128,128,128) based on foreground regions and a
resolution of 1×1×1 mm3 using linear interpolation.

3.3 Quantitative Comparison Analysis

Effectiveness analysis of backbone architecture. We validate the expan-
sibility of our method based on three representative networks: (1) U-Net, a pure
CNN; (2) UNETR, combining CNN and ViT; and (3) Swin UNETR, blending
CNN and Swin Transformer. Their original architectures are used in our study,
i.e., encoders have four CNN-based or twelve transformer-based blocks, decoders
have four or five CNN-based blocks, and skip connections between the encoder
and the decoder are included.

Table 1. The quantitative comparison results of brain tissue segmentation using differ-
ent backbones, in terms of DSC and ASD (*: p < 0.05;!denotes to use, and%denotes
not to use; The best results under each backbone are in bold).

Backbone Random Knowledge Param. CSF GM WM
prompts prompts DSC (%) ASD (%) DSC (%) ASD (%) DSC (%) ASD

U-Net
% % 90.31M 87.24±0.07* 28.14±0.71* 91.18±0.04* 27.55±0.13* 93.84±0.02* 25.26±0.05*
! % 14.79M 88.68±0.05* 26.28±0.12* 92.30±0.02* 25.70±0.07* 94.27±0.01* 23.78±0.03
% ! 14.79M 89.03±0.04 25.59±0.11 93.42±0.02 25.02±0.07 95.45±0.01 23.27±0.03

UNETR
% % 92.78M 88.24±0.07* 28.50±0.15* 90.09±0.05* 28.07±0.12* 92.20±0.03* 30.02±0.17*
! % 4.46M 89.43±0.05* 27.44±0.13* 91.19±0.03* 27.78±0.09* 93.99±0.04* 29.62±0.14*
% ! 4.46M 91.09±0.04 24.37±0.09 93.54±0.03 26.30±0.07 95.59±0.03 24.93±0.11

Swin UNETR
% % 62.53M 92.94±0.05* 17.22±0.03* 93.51±0.06* 29.96±0.10* 94.98±0.04* 30.87±0.19*
! % 54.47M 93.64±0.05* 16.18±0.03* 94.05±0.06* 27.79±0.13* 95.43±0.05* 27.40±0.21*
% ! 54.47M 94.22±0.04 13.01±0.02 94.98±0.03 22.71±0.05 96.32±0.01 21.36±0.07

Tables 1 and 2 present quantitative comparison results of brain tissue and
structure segmentation using three backbones, respectively. Due to page con-
straints, we show partial brain structure segmentation results. The complete
comparison results are shown in the supplementary material. It is evident that
our approach can significantly improve the performance using different back-
bones, especially with Swin UNETR obtaining a high prediction accuracy com-
pared with other backbones. This indicates that our method is robust in applying
to various network architecture types.

Comparison with full fine-tuning methods. Quantitative analysis of Ta-
bles 1 and 2 shows that KGPL using Swin UNETR as the backbone improves
average DSC and ASD values by 1.36% and 6.99%, 1.15% and 6.78% for brain
tissue and structure segmentation, respectively. Statistical significance of this im-
provement is confirmed by a paired t-test (p-value < 0.05). Notably, our method
achieves optimal performance with minimal trainable parameters, particularly
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Table 2. The quantitative comparison results of brain structure parcellation based on
different backbones, in terms of DSC and ASD (*: p < 0.05; !denotes to use, and
%denotes not to use; The best results under each backbone are in bold).

Backbone Random Knowledge Param. Left hippocampus Right hippocampus Average
prompts prompts DSC (%) ASD (%) DSC (%) ASD (%) DSC (%) ASD (%)

U-Net
% % 92.31M 93.96±0.10* 23.51±0.47* 92.47±0.11* 29.69±0.40* 88.77±0.94* 40.41±1.52*
! % 14.79M 94.04±0.03* 21.60±0.58* 93.42±0.17* 20.40±0.63* 89.27±0.78* 38.36±0.92*
% ! 14.79M 94.93±0.06 21.24±0.33 94.75±0.18 22.45±0.35 90.42±0.38 37.94±0.66

UNETR
% % 92.78M 94.94±0.05* 21.24±0.23* 94.69±0.02* 22.85±0.25* 91.75±0.33* 30.22±0.37*
! % 4.46M 93.27±0.08* 25.48±0.31* 93.58±0.06* 23.15±0.36* 91.43±0.47* 24.75±0.63*
% ! 4.46M 95.10±0.05 19.47±0.29 95.28±0.03 18.63±0.21 92.07±0.26 20.49±0.25

Swin UNETR
% % 62.53M 96.17±0.04* 15.10±0.33* 96.62±0.02* 12.71±0.22* 93.04±0.28* 21.28±1.86*
! % 54.47M 95.43±0.02* 18.14±0.28* 95.86±0.03* 16.75±0.41* 92.28±0.42* 19.79±0.24*
% ! 54.47M 96.65±0.01 11.63±0.21 97.57±0.01 9.28±0.06 94.19±0.21 14.50±0.20

in UNETR, where the parameter count is reduced from 92.78M to 4.46M with-
out sacrificing performance. This suggests that KGPL aids models to prioritize
essential information for brain image segmentation, thereby improving efficiency
and adaptability.

Comparison with random-prompts-only methods. Table 1 of brain tissue
segmentation shows that our proposed KGPL using UNETR as the backbone
can offer 1.87% and 3.08% improvements of average DSC and ASD, respectively.
In Table 2, KGPL using Swin UNETR shows improvements of 1.71% and 7.47%
in average DSC and ASD for right hippocampus segmentation, respectively.
Importantly, our proposed method is computationally faster (3×), i.e., extending
the time from 3 days to 1 day. This emphasizes that knowledge-wise prompts can
direct models to better comprehend and process brain image data with different
characteristics and variations, thus promoting efficient convergence.

3.4 Qualitative Comparison Analysis

To more intuitively illustrate the superiority of our method, we display qualita-
tive comparison results of brain tissue and structure segmentation.

In Figs. 2 and 3, our KGPL method yields more accurate segmentation across
different backbones, with predictions closer to ground truths compared to full
or random prompt-only fine-tuning. For example, Fig. 2 demonstrates our brain
tissue segmentation closely matching the ground truth, particularly in complex
brain regions like sulci and gyri. In Fig. 3, full fine-tuning backbones exhibit
significant errors in regions like the hippocampus and cerebral cortex, while our
predictions display greater precision, suggesting potential for aiding in brain
disease diagnosis, such as left/right hippocampal sclerosis detection.

4 Conclusion

This work presents a segmentation framework employing knowledge-guided prompt
learning for brain MRI analysis throughout the lifespan. It stands as a pioneer-
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Fig. 2. Brain tissue segmentation results from different backbones are showcased in
the transverse view. The first and second rows correspond to subjects aged 20 and
21, respectively. Each panel displays three segmentation results obtained by refining
backbones using full, random prompts, and knowledge-wise prompts. Regions enhanced
by our method are highlighted and enlarged within yellow boxes.

Fig. 3. Parcellation results of brain structure from three different backbones in the
coronal view. The first and second rows correspond to subjects aged 17 and 24, respec-
tively. Each panel displays three segmentation results achieved by refining backbones
using full, random prompts, and knowledge-wise prompts. Regions improved by our
proposed method are enclosed and magnified within yellow boxes.
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ing effort in utilizing biomedical attribute knowledge as guidance to achieve
precise segmentation for brain data. Experimental results indicate that knowl-
edge benefits models in better learning structural variations of brain data across
different age stages. The introduction of knowledge-wise learnable embeddings
facilitates the extraction of fine-grained anatomical features and enhances train-
ing efficiency, even with small-scale datasets. Hence, the proposed method holds
promise for clinical applications such as brain disease diagnosis. Moving forward,
we plan to extend our methodology to infant phase datasets, enabling segmen-
tation across the entire lifespan continuum.
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