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Abstract. Numerous studies have demonstrated the effectiveness of
deep learning models in medical image analysis. However, these models
often exhibit performance disparities across different demographic co-
horts, undermining their trustworthiness in clinical settings. While pre-
vious efforts have focused on bias mitigation techniques for traditional
encoders, the increasing use of transformers in the medical domain calls
for novel fairness enhancement methods. Additionally, the efficacy of ex-
plainability methods in improving model fairness remains unexplored.
To address these gaps, we introduce XTranPrune, a bias mitigation
method tailored for vision transformers. Leveraging state-of-the-art ex-
plainability techniques, XTranPrune generates a pruning mask to remove
discriminatory modules while preserving performance-critical ones. Our
experiments on two skin lesion datasets demonstrate the superior per-
formance of XTranPrune across multiple fairness metrics. The code can
be found at https://github.com/AliGhadirii/XTranPrune.
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1 Introduction

Recent developments in deep learning-based models have demonstrated remark-
able performance in disease diagnosis. Nevertheless, these black-box models can-
not be trusted to be utilized in clinical settings if their trustworthiness is still
questioned. The data-driven nature of deep learning models makes them vulner-
able to learning patterns based on sensitive attributes such as demographic or
ethnic information in the input in pursuit of better performance. This problem
is more prevalent in the medical domain since these sensitive attributes are in-
herently embedded in the input image, increasing the odds of learning unjust
patterns.

There has thus been a surging interest in investigating various ways to elim-
inate bias in medical deep learning models for various applications and data
modalities such as brain Magnetic Resonance Imaging (MRI) [12,16,1], and skin
lesion images [5,6]. Many of these debiasing methods try to either balance the
input data according to the sensitive attribute or introduce new fairness-related
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constraints to the training objective to promote just predictions. By convention,
we can categorize these methods as pre-processing and in-processing techniques,
respectively [20]. The major drawback of such approaches is that they require
the current high-performing models to be retrained with new settings, which is
time-consuming, computationally expensive, and incurs additional costs.

On the other hand, while current debiasing methods [21,10,14] are focused
on convolutional neural networks, Transformers are now widely used in many
medical computer vision tasks [15]. Given their complexity, it is more crucial
than ever to find an efficient approach to eliminate the retraining hurdle pro-
posed in the current debiasing methods to accomplish fairness. A viable solution
to this problem is the third branch of debiasing techniques, i.e., post-processing
methods, in which we try to calibrate the model to reduce the impact of unfair
nodes [19,10]. The primary advantage of these methods is that they can over-
come bias by pruning the discriminatory nodes of a pre-trained model rather
than having to train it with fairness-aware constraints from scratch. However,
the main limitation of existing methods is that they mainly make a general mod-
ification in all model nodes by introducing a constraint on the objective function
to either adjust the model parameters or learn a fairness pruning mask. We ad-
vocate that the primary cause of bias in the model must be tackled with a more
precise approach that focuses on identifying the discriminatory nodes to achieve
more targeted bias mitigation.

Hereby, we introduce a simple and intuitive eXplainability-aware Transformer
Pruning (XTranPrune) method for bias mitigation. It utilizes an explainabil-
ity method based on relevance propagation to prune transformer-based models
for fairness enhancement. More precisely, we take advantage of the attribution
vectors generated by an explainability method to identify the nodes in the trans-
former encoder that are causing the discriminatory predictions concerning the
sensitive attribute, which are then pruned to mitigate bias. The process also
factors in the contribution of nodes in the main classification task to avoid prun-
ing the essential nodes for classification, minimizing the performance drop after
pruning. The prime merit of using explainability methods to evaluate a node’s
contribution to the outcome over conventional approaches such as using the
transformer’s attention map or the nodes’ gradient is that it provides a more
precise representation of the contribution of each node in the final prediction,
improving the accuracy of identifying nodes that cause unjust outcomes. Further-
more, instead of using a global constraint that affects all of the model’s param-
eters, this approach will facilitate targeted debiasing according to the identified
source of bias, by only adjusting the discriminatory nodes.

We have evaluated our method on two skin lesion datasets, which is a com-
mon benchmark for bias in classification, using a variety of fairness evaluation
metrics. We also introduce a new fairness assessment metric called NFR based
on the macro-averaged F1 score gap between the subgroups to provide a bet-
ter evaluation of the model’s performance. Our experiments demonstrate that
XTranPrune outperforms all the state-of-the-art bias mitigation methods in
dermatological data analysis in most of the metrics taken into account.
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2 Methodology

2.1 Problem definition

Assume that each record of our dataset is represented by the input image xi, its
classification label yi, and the associated sensitive attribute si such as gender,
skin tone, age, etc. Our prime objective is to classify the label as accurately
as possible while ensuring that the model’s performance does not show a no-
ticeable discrimination concerning each sensitive attribute. This means that the
model should not rely on the features in the input related to the sensitive at-
tribute, for example, the skin colour of the patient, to make its prediction. In the
medical domain, two fundamental definitions have been proposed for fairness,
group fairness and Min-Max fairness [22]. In the former, we aim to minimize
the disparity in the models performance among subgroups, while in the latter
our chief target is to maximize the worst performance of the model among sub-
groups, also known as worst-case scenario. We will showcase how XTranPrune
effectively reduces bias according to both definitions.

2.2 XTranPrune

We introduce XTranPrune, a novel explainability-based pruning method to
eliminate bias in vision transformers. Our method comprises two branches, each
employing the Data-efficient Image Transformer (DeiT) [18] model as the image
encoder. The Main Branch is responsible for the primary classification task, i.e.,
skin lesion diagnosis. The Sensitive Attribute (SA) Branch aims to detect sensi-
tive attributes such as skin tone to facilitate discriminatory nodes identification.
Discriminatory nodes are defined as those with significant contributions to de-
tecting sensitive attributes in the SA branch while exhibiting low attributions
in the main branch, thereby preserving classification performance.

Figure 1 illustrates the workflow of XTranPrune. Firstly, the main and
SA branches are trained separately, with skin diagnosis and skin tone as target
labels, respectively. The transformer explainability method is then applied to
both networks to calculate nodes’ attribution vector. The attribution vector of
the main network is then filtered, selecting the least contributing nodes to the
main classification task to generate the Performance Mask, protecting crucial
nodes from pruning. Subsequently, SA Attributions are filtered using the Per-
formance Mask, and the resulting Masked SA Attributions are used to create
the explainability-aware pruning mask. This mask is iteratively applied to prune
discriminatory nodes in the main branch, reducing the network’s tendency for
biased predictions. During inference, the pruned main branch network is used to
classify input test images.
Explainability-aware Node Attribution Calculation. We utilize the state-
of-the-art transformer explainability method [4] to generate the pruning mask
by leveraging the calculated node attributions. This method has demonstrated
superiority over conventional visual explanation methods such as GradCAM [13],
and the Layer-wise Relevance Propagation (LRP) [2] in extensive experiments on
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Fig. 1. Overview of XTranPrune: It consists of two branches, the Main Branch and
the SA Branch. We utilise an explainability method to find the nodes’ attribution in
both branches. The calculated attributions allow us to generate the Performance Mask
to keep the most important nodes, and then the Pruning Mask to prune the most
discriminatory nodes in the Main Branch.

multiple datasets. Inspired by LRP, this method [4] adapts relevance propagation
to the ViT architecture and introduces a new definition for node attribution.
Specifically, it computes the element-wise product of the propagated relevancy
matrix and the gradient of the respective node in the encoder.

Formally, for each encoder block b in ViT we derive its attention map A(b),
gradients ∇A(b), and relevance matrix R(nb), where nb is the layer corresponding
to calculating the attention map using the softmax function. Let s be the total
number of input tokens to the ViT, and h be the number of heads in each block.
We calculate the attribution matrix of each block as Attr(b) ∈ Rh×s×s:

Attr (b) =
(
∇A(b) ⊙R(nb)

)+

(1)

The attribution matrix can be filtered to only retain positive contributions of
the nodes in block b to the network’s final prediction.

In XTranPrune, we consider all s × s nodes after the softmax function in
block b, head h of the DeiT as nodes. The associated parameter vectors with these
nodes in DeiT is the attention map A(b). We then represent the contribution of
these nodes as Attr(b) using the explainability method and then prune these
nodes according to the pruning algorithm as described in the following section.
Attribution-based Pruning. During each pruning iteration, both branches
are fed with mini-batches of the training set to calculate node attributions using
the explainability method. To enhance robustness, this process is repeated across
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multiple batches, and average attributions are computed. Our pruning method
leverages these attribution vectors to iteratively generate an explainability-aware
pruning mask, aiming to identify the discriminatory nodes concerning the sensi-
tive attribute while preserving nodes critical for the primary classification task
in the main branch to maintain the model’s performance.

To achieve this, we first generate a Performance Mask to filter nodes in the
main branch based on attribution vectors, retaining nodes with maximal im-
pact on classification performance. A hyperparameter, retain_rate controls the
rate of node retention. Next, we compute the element-wise product of the Per-
formance Mask and the attribution vector in the sensitive attribute branch to
obtain the Masked SA Attributions. This filtered vector identifies nodes with the
highest contribution to the sensitive attribute classification for pruning in the
main branch network, reducing bias in predictions since the effect of discrimi-
natory nodes in the network’s predictions has been excluded. The pruning_rate
hyperparameter determines the number of nodes pruned in the final Pruning
Mask. The resulting vector after the softmax layer in each Scaled Dot-Product
Attention module of the main branch network is pruned with this Pruning Mask.
After pruning, we evaluate the Equality of Opportunity (EOM) metric on the
validation set, iterating until no further progress in fairness is observed. EOM is
chosen as we believe it is the most comprehensive fairness assessment metric. A
detailed iteration of XTranPrune is provided in the supplementary material.

3 Experiments

3.1 Datasets and Evaluation Metrics

We have examined the effectiveness of our method for bias mitigation on two
dermatological datasets including Fitzpatrick17k [8,7] and PAD-UFES-20 [11].
The Fitzpatrick17k dataset comprises 16,577 skin images of various organs, rep-
resenting 114 skin conditions. We use the high-level 3-class labels, representing
the severity of the condition. The PAD-UFES-20 dataset contains 2,298 images
accounting for 6 diagnosis classes. In both datasets, skin tone is the sensitive
attribute, which is annotated for each image with a Fitzpatrick scale ranging
from 1 (light) to 6 (dark). A fair classification means that the method should
achieve similar classification performance for different skin tones. Similar to other
studies, the dataset is divided into training (80%) and testing (20%) sets, strat-
ified by skin condition. Additional details about datasets and example images of
different classes and skin tones can be found in the supplementary material.

To compare the performance of models in the main classification task, we
compare the macro-averaged F1 score. Having imbalanced datasets, we opted for
this metric to treat all classes equally, avoiding the frequent class to overpower
the evaluation metric. We consider both fairness definitions in our experiments
to provide a thorough evaluation. In terms of Min-Max fairness, we report the
worst-case F1 score across subgroups. With Group fairness, we report 4 widely
used fairness metrics, namely, Demographic disParity across Multiple subclasses
(DPM), Equality of Opportunity across Multiple subclasses (EOM), Equalized
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Opportunity (EOpp), Equalized Odds (EOdd). For metrics with binary sub-
groups only, we classify skin tones rated 1-3 as unprivileged and those rated 4-6
as privileged. Additionally, we propose a new fairness metric called Normalized
F1 score Range (NFR), which measures the macro-averaged F1 score disparity
across all sensitive attributes relative to their mean. NFR offers the advantage of
jointly considering classification performance and fairness. In addition, using the
F1 score instead of accuracy facilitates a more balanced performance assessment.
Metrics formulas are provided in the supplementary material.

3.2 Results

We compare XTranPrune with the state-of-the-art bias mitigation methods
specifically designed for medical data, including FairDisCo [6] that represents
in-processing methods with the combination of contrastive and disentanglement
learning, FairPrune [19], the state-of-the-art post-processing pruning method for
bias mitigation, and FairME [5], the most recent multi-exit debiasing framework.
In addition, we compare our method and the most recent benchmark in fairness
evaluation, MEDFAIR [22]. Furthermore, within each bias mitigation category,
we have selected top-performing candidates: LAFTR [9] for adversarial training,
EnD [17] for disentanglement, and SWAD [3] for domain generalization meth-
ods. We also include two baseline models: the main branch DeiT model before
pruning and a ResNet18 model, the baseline for the aforementioned debiasing
methods. To combat dataset imbalance, we employ a weighted random sampler
to maintain an even distribution of samples for every skin condition within a
mini-batch. In both datasets, the SA Branch classifies subgroups into privileged
and unprivileged, while the main branches classify skin conditions into 3 and 6
classes for Fitzpatrick17k and PAD-UFES-20 datasets, respectively.
Fitzpatrick17k. Our experiments on the Fitzpatrick17k dataset are summa-
rized in Table 1. Regarding Min-Max fairness, our method exhibits a significant
increase of nearly 11% in the worst-case F1 score among sensitive attribute sub-
groups compared to our baseline. Compared to other bias mitigation methods,
XTranPrune demonstrates a notable improvement of 4.3% in this metric. In
terms of Group fairness, XTranPrune enhances almost all included metrics by a

Table 1. Fitzpatrick17k dataset results.

Model F1 score (%) Worst-case
F1 score (%)↑ DPM↑ EOM↑ EOpp0↓ EOpp1↓ EOdd↓ NFR↓

FairDisCo 75.97 64.81 0.478 0.622 0.048 0.142 0.104 0.295
FairPrune 61.55 57.86 0.497 0.707 0.138 0.094 0.232 0.125
FairME 73.12 60.66 0.579 0.668 0.100 0.134 0.221 0.202
EnD 68.82 64.64 0.507 0.718 0.122 0.091 0.150 0.137
LAFTR 64.88 57.25 0.476 0.626 0.138 0.149 0.287 0.157
SWAD 65.50 54.10 0.451 0.608 0.154 0.131 0.285 0.233
Baseline (Resnet18) 74.26 68.46 0.445 0.639 0.057 0.206 0.191 0.157
Baseline (DeiT) 76.06 58.58 0.527 0.628 0.092 0.133 0.195 0.314
XTranPrune 73.51 69.13 0.586 0.790 0.086 0.066 0.095 0.114
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Table 2. PAD-UFES-20 dataset results.

Model F1 score (%) Worst-case
F1 score (%)↑ DPM↑ EOM↑ EOpp0↓ EOpp1↓ EOdd↓ NFR↓

FairDisCo 62.82 33.85 0.018 0.410 0.180 1.653 1.657 0.999
FairPrune 45.46 18.43 0.049 0.454 0.490 1.288 1.393 1.663
FairME 55.68 27.36 0.009 0.376 0.372 1.254 1.595 1.252
EnD 63.08 28.19 0.018 0.365 0.201 1.777 1.729 1.172
LAFTR 57.82 29.33 0.021 0.351 0.323 1.697 1.720 1.142
SWAD 56.34 32.54 0.018 0.330 0.222 1.725 1.758 1.129
Baseline (Resnet18) 63.67 26.03 0.009 0.369 0.117 1.148 1.903 1.198
Baseline (DeiT) 62.89 55.84 0.009 0.562 0.493 1.504 1.345 0.592
XTranPrune 62.01 57.03 0.009 0.624 0.389 1.141 0.909 0.587

substantial margin compared to both our baseline and state-of-the-art bias mit-
igation methods. Regarding Eopp1, XTranPrune achieves less than half of our
baseline value and outperforms the rest of the competing methods. Additionally,
with our proposed fairness metric, NFR, XTranPrune achieves the lowest value
compared to other models, indicating its effectiveness in reducing the perfor-
mance gap among subgroups while maintaining overall performance.
PAD-UFES-20. A summary of our results on the PAD-UFES-20 dataset is
depicted in Table 2. Incorporating vision transformers leads to a significant im-
provement in Min-Max fairness. Our debiasing approach further enhances the
worst-case F1 score to 57.03%. In terms of Group fairness, XTranPrune outper-
forms the state-of-the-art by a significant margin, with a 0.21 increase in EOM.
Similarly, the result for EOpp1 illustrates superior fairness compared to com-
peting methods and our baselines. Additionally, XTranPrune achieves a notable
improvement in EOdd, surpassing cutting-edge bias mitigation methods and the
baseline by more than 0.7 and 0.4 units, respectively. Furthermore, achieving
a lower NFR compared to other methods supports the effectiveness of XTran-
Prune in reducing the performance gap between subgroups without harming the
overall performance of skin lesion classification. More experiments can be found
in the supplementary material.

Overall, XTranPrune could outperform other methods concerning various
fairness metrics. This suggests that using the explainability method enables this
method to significantly enhance fairness in vision transformers by identifying
the discriminatory nodes and applying a targeted pruning instead of imposing a
general fairness constraint to the loss function.
Effect of pruning hyperparameters. We analysed the impact of three key
hyperparameters in XTranPrune using the Fitzpatrick17k dataset. Initially, we
set a pruning rate of 0.4 and a number of batches of 200 to examine the ef-
fect of the retention rate. Fig. 2(a) demonstrates a positive correlation between
the retention rate and classification performance, plateauing around 0.8. Subse-
quently, with a fixed retention rate of 0.8, Fig. 2(b) depicts the influence of the
pruning rate on performance. Increasing the pruning rate enhances the EOM
but gradually reduces the F1 score, with higher values potentially harming fair-
ness. We determined 0.4 as an effective pruning rate balancing performance and
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Table 3. Ablation study on node attribution calculation method.

Method F1 score (%) Worst-case
F1 score (%)↑ DPM↑ EOM↑ EOpp0↓ EOpp1↓ EOdd↓ NFR↓

Attention Map 73.33 54.07 0.506 0.590 0.087 0.102 0.137 0.363
Gradients 59.72 54.03 0.529 0.663 0.154 0.219 0.323 0.166
LRP 73.24 68.58 0.549 0.745 0.094 0.080 0.122 0.129
Our method 73.51 69.13 0.586 0.790 0.086 0.066 0.095 0.114

Fig. 2. Ablation Study on (a) the retain rate in the main branch, (b) the pruning rate
used for generating the pruning mask, (c) the number of batches used to get the average
attribute vectors in each pruning iteration.

fairness. Finally, in Fig. 2(c), we explored the impact of the number of batches
in each pruning iteration. While higher values slightly improve classification
performance, a notable fairness drop occurs after 500. Notably, the optimal hy-
perparameters for XTranPrune are num batch of 500, retain rate of 0.8, and
pruning rate of 0.4. Setting the aforementioned values for the hyperparameters,
we observed that XTranPrune prunes nearly 8% of the nodes in the main branch
every iteration, that is around 477K parameters of the total 2.8M parameters
we have in the 12 encoder blocks in DeiT.
Effect of using explainability method. Table 3 compares the effectiveness of
various approaches to calculate each block b node attributions used to generate
the pruning masks in XTranPrune such as using the learned attention maps
(A(b)), its gradients (∇A(b)), and the LRP method [2], i.e., purely using node
relevancy score (R(nb)). Our experiments demonstrate that incorporating an
explicit explainability method for deriving the pruning masks is more effective
since XTranPrune could substantially outperform the other methods in all of
the examined fairness metrics. Ablation studies on the PAD-UFES-20 dataset
can be found in the supplementary material.

4 Conclusion

This paper proposes a novel bias mitigation method tailored for vision trans-
formers. Leveraging explainability techniques, XTranPrune effectively identifies
and prunes discriminatory nodes while preserving classification performance.
Through extensive experiments on two skin lesion datasets and comparisons
with six other diverse methods, our method demonstrates superior performance
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across various fairness metrics. XTranPrune’s success highlights the superiority
of explainability-based targeted debiasing over adding fairness-aware constraints,
affecting the entire network, in improving model fairness. Future work could ex-
plore using non-LRP-based explainability methods to calculate node attribution
and extend experiments to data modalities where the sensitive attribute is not
visible.
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