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Abstract. Analyzing temporal developments is crucial for the accurate
prognosis of many medical conditions. Temporal changes that occur over
short time scales are key to assessing the health of physiological functions,
such as the cardiac cycle. Moreover, tracking longer term developments
that occur over months or years in evolving processes, such as age-related
macular degeneration (AMD), is essential for accurate prognosis. Despite
the importance of both short and long term analysis to clinical decision
making, they remain understudied in medical deep learning. State of
the art methods for spatiotemporal representation learning, developed
for short natural videos, prioritize the detection of temporal constants
rather than temporal developments. Moreover, they do not account for
varying time intervals between acquisitions, which are essential for con-
textualizing observed changes. To address these issues, we propose two
approaches. First, we combine clip-level contrastive learning with a novel
temporal embedding to adapt to irregular time series. Second, we propose
masking and predicting latent frame representations of the temporal se-
quence. Our two approaches outperform all prior methods on temporally-
dependent tasks including cardiac output estimation and three prognos-
tic AMD tasks. Overall, this enables the automated analysis of temporal
patterns which are typically overlooked in applications of deep learning
to medicine. Code is available at https://github.com/Leooo-Shen/tvrl.

1 Introduction

Analyzing temporal developments in medical images is crucial to the practice
of medicine. Clinicians analyze temporal change over short time scales, such as
arrhythmia in the cardiac cycle in MR videos [3,22,23] or prenatal movement in
ultrasound [27], in order to analyze dynamic physiological processes and function.

https://github.com/Leooo-Shen/tvrl
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Clinicians also track the development of processes that evolve gradually, such as
disease progression [21,19,18] or a patient’s response to treatment [5,14], over
long time frames. In this longitudinal data, images are acquired at sparse and
typically irregular intervals that may be months or even years apart. Despite
the importance of both temporal dynamics and historical observations to the
present diagnosis and prognosis of patients, the development of representation
learning methods capable of learning these trends in medical data has thus far
been overlooked.

Current state of the art approaches for spatiotemporal learning [13,28] were
primarily developed on the Kinetics dataset [20], a human action recognition
dataset which depicts only a single action or event per video. To predict this
singular event, these methods prioritize the detection of video-level features that
persist over time, and in doing so explicitly ignore changes between frames. As
such, these methods are unsuitable for learning temporally variant features over
the timeline. Furthermore, these methods were designed for videos with a fixed
framerate and are thus unable to handle varying time intervals in irregularly
sampled longitudinal sequences.

To address these issues, we contribute the following:

– We demonstrate that, while established strategies for representation learn-
ing in natural videos perform adequately on short cardiac videos, they are
especially poor at modeling long-range developments in longitudinal retinal
images due to the neglecting of temporally variant features.

– We then propose a simple clip-level contrastive learning strategy that uses
a single clip with time embedding to encode varying time intervals, outper-
forming all natural video baselines.

– Finally, we propose a novel method that combines the efficacy of clip-level
contrastive learning with a frame-level latent feature prediction task. Our
method outperforms all natural video baselines in cardiac output estimation
and three prognostic tasks for late stage AMD.

2 Related Work

2.1 Self-Supervised Video Representation Learning

In the image domain, contrastive learning has emerged as a strong and robust
method for learning global imaging features without labels [7,15,16,8,4]. Simi-
larly, contrastive approaches have achieved the state-of-the-art on the standard
benchmark dataset for natural videos, Kinetics [20]. By minimizing the feature
distance between differing segments, or clips, sampled from different time points
in the same video, these approaches learn to extract the single human action
recorded over the span of each video [28,13,35]. Specifically, Qian et al. [28]
adopt a probabilistic function to vary the time between the two sampled clips,
Feichtenhofer et al. [13] sample up to four clips, and Wang et al. sample clips of
varying lengths [35]. However, by learning features that persist across the entire
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Fig. 1: Clinicians use spatiotemporal data to observe temporal variations over
both short and long time scales. To observe dynamic physiological processes
such as a beating heart, short cardiac MR videos can be captured (top). Track-
ing long term developments, such as disease progression in retinal OCT scans,
require longitudinal acquisitions that typically occur at irregular intervals of
years (bottom). Modeling and extrapolating the trajectory of historical change
is crucial for the prognosis of late stage disease.

video, these methods ignore temporal variations which are associated with many
medical conditions, including those involved in longitudinal disease progression.

To address this limitation, some recent works modify the contrastive frame-
work to instead maximize the distance between the sampled clips [10,40], or by
parameterizing the video with an evolving stochastic process [26,38]. Yang et al.
in Latent time navigation (LTN) [37] introduce an extra orthogonal basis that
explicitly models the temporal shift between sampled clips of the same video.
Generative approaches, such as VideoMAE [34] and v-JEPA [2], implicitly model
temporal variations by masking and reconstructing a subset of frame-level fea-
tures. Still, it is unclear whether the ability of these methods to model temporal
developments on natural videos translates to spatiotemporal medical data.

2.2 Representation Learning for Spatiotemporal Medical Data

In the medical field, spatiotemporal representation learning has many applica-
tions, such as organ segmentation [31], physiological development analysis [39],
and disease progression prediction [9]. Some works leverage the assumption that
certain disease progressions share similar trajectories in the latent space [25,24].
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In addition, [29] and [36] leverage redundancies between successive brain scans
to improve segmentation accuracy. However, there is no unified approach that
learns self-supervised representations of spatiotemporal data in the medical do-
main. In this work, we propose a method that combines the efficacy of contrastive
approaches with a masked latent reconstruction loss to model trajectories of
frame-level temporal changes that are crucial for downstream medical analysis.

3 Materials and Methods

3.1 Short and Long Time Scale Datasets

Cardiac MR video To study temporal variation over short time frames we
chose to use short-axis cardiac MR videos sourced from the UK Biobank (UKBB)
[32] (see Figure 1). The dataset contains 46,137 videos where each captures at
least one full contraction, from end diastole to end systole, in 50 frames taken
over 1.6 seconds. After resampling the images to 1.8 mm in the sagittal and
coronal dimensions, we used segmentation masks to crop a region of 128 × 128
about the center of mass of the hearts.

Longitudinal Retinal OCT To study temporal change over long time frames
using sparse, irregular data, we use an in-house retinal OCT dataset tracking
patients with age-related macular degeneration (see Figure 1) collected by the
Southampton Eye Unit in the scope of the PINNACLE study [33]. The dataset
includes 48,825 OCT scans, monitoring 6,368 eyes in 3,498 patients. On average,
each eye was scanned 7.7 times over 1.9 years, where eyes with AMD were
observed for an average of 2.3 years.

3.2 Spatiotemporal Encoder

As the basis of all baselines and our new approaches, we use a spatiotemporal
encoder that extracts representation of the sequence (see Figure 2 A). For each
image xi in the sequence, we employ a spatial Vision Transformer (ViT) [11]
ES to extract a feature vector per image zsi = ES(xi) using a learnable CLS
token. The temporal Transformer ET then models temporal change of features
and generates a global representation of the sequence zt = ET (z

s
1 . . . z

s
i ) using

a distinct CLS token. Our two-encoder design efficiently operates on spatiotem-
poral data by reducing attention token length instead of processing all video
patches at once.

3.3 Clip-level Contrastive Learning

In Figure 2 B., we illustrates that established contrastive learning methods pri-
oritize temporally-invariant features by minimizing the feature distance between
multiple temporally distant clips from the same sequence [28,13]. To model tem-
poral variations rather than temporal constants, we construct a clip-level con-
trastive approach that augments only a single randomly sampled clip c. We then
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Fig. 2: A. Our spatiotemporal encoder extracts representation of the sequence
using the CLS token of the temporal Transformer ET . B. Standard contrastive
approaches prioritize learning features that persist across different segments of
the same sequence (left). Our approaches use a single clip to construct con-
trastive pairs combined with time embedding (middle) and a frame-level feature
predictive approach (right) to model temporal variation over the sequence.

generate a pair of augmented views of our clip, ci and cj , where the augmen-
tations in each are applied consistently across timepoints. We pass these views
through the spatiotemporal encoder to extract two clip-level contrastive tokens
zti and ztj , which are learnable CLS tokens in the temporal encoder ET . Finally,
we optimize the NT-Xent [7] loss over the N samples in the batch using equa-
tion 1, where sim is the cosine similarity, τ is the temperature, p is a non-linear
projection head following the design of [7].

LC = − log
exp(sim(p(zti), p(z

t
j))/τ)∑2N

k=1,k ̸=i exp(sim(p(zti), p(z
t
k))/τ)

(1)

3.4 Time Embedding

To model the irregular time intervals between scans, we propose time embed-
ding (TE) for the temporal Transformer ET (see Figure 2 B). For each clip, we
calculate the relative time between each scan and the first scan. We then apply
a learnable non-linear mapping based on Ho et al. [17] to map the time points
to the feature dimension of the model. Similar to a position embedding, we add
TE to the input frame-level features in ET . This enables the temporal encoder
to estimate the rate of change in longitudinal sequences with irregular sampling.

3.5 Temporally-Variant Feature Prediction

Finally, to explicitly model frame-level temporal variations, we propose a tempo-
ral feature prediction task inspired by Assran et al. [1] (see Figure 2 B). Specif-
ically, given a sequence of frame-level tokens output by our spatial encoder, we
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replace a random subset Y with a learnable mask token using a masking ratio
of 0.15. We then use a projection head q on top of the temporal encoder output
tokens to reconstruct the masked tokens. We then compute the cosine similar-
ity loss using equation 2 between the reconstructed tokens Y ′ and the original
spatial tokens Y , where m denotes the number of masked tokens.

LM =
1

m

m∑
i=1

sim(Y ′
i , Yi) (2)

The final loss, termed temporally-variant representation loss (TVRL), combines
clip-level contrastive learning with frame-level feature prediction and is defined
in equation 3, where λ is a weight term empirically set to 0.5.

L = (1− λ)LC + λLM (3)

4 Experiments and Results

4.1 Experimental Setup

Pretraining Protocol We evaluate our two pretraining approaches: the clip-
level contrastive strategy described in section 3.3 which is denoted as cSimCLR,
and our TVRL extension introduced in section 3.5. For cSimCLR, we also eval-
uate the effect of adding time embedding (TE) from section 3.4 and denote it
as cSimCLR-TE. Note that our TVRL strategy does not use TE. We leverage
standard SimCLR augmentations [7] and discard those unsuitable for grayscale
images. We compare our approaches against the leading spatiotemporal represen-
tation learning strategies, which includes CVRL [28], LTN [37], and VideoMAE
[34]. All pretraining strategies use a spatial encoder ES parameterized by a ViT-
S [11] with 384 hidden dimensions, six heads, and 12 attention layers, while the
temporal encoder ET shares the same architecture but with three layers of at-
tention. Both encoders are randomly initialized before pretraining. In total the
model has 27.7M parameters.

Before pretraining, we first partition each dataset into training, validation,
and test sets, comprising 70%, 15%, and 15% of the data, respectively, ensuring
that each patient appears in only one subset. Each model accepts eight images as
input. We sample every other frame from the cardiac videos, and every successive
scan in the retinal longitudes. We employ separate projection heads p and q
for our contrastive and masked reconstruction losses, following the two-layer
configuration in [7]. All models are pretrained for 200 epochs with a batch size
of 256 using the AdamW optimizer, and a cosine annealing learning rate of 2·10−4

with 20 epochs of linear warm-up.
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Finetuning Protocol We follow the standard linear probing protocol [6] and
finetune each pretrained model by freezing the network and appending a new
trainable CLS token to the temporal Transformer which serves as input to a
single linear layer. We finetune each model with 1% and 100% of the data,
and report the area under the receiver operating characteristic curve (AUC) for
classification tasks and mean absolute error (MAE) for regression tasks, with
mean and standard deviation over five random seeds. We finetune with AdamW
for 100 epochs with a learning rate of 10−3 and a batch size of 256 and report test
performance of the best validation epoch. As baselines to the aforementioned
strategies, we also evaluate a fully supervised spatiotemporal encoder trained
end-to-end, in addition to a 3D ResNet50 [12] (31.6M parameters) pre-trained
on the Kinetics-400 dataset [20]. During inference, in sequences with more than
eight images, we adapt the common practice in evaluating video models [13,28]
and apply a sliding window with 50% overlap to contiguous clips before averaging
these predictions.

4.2 Downstream Evaluation

We first evaluate different pretraining strategies on a set of control tasks that are
marginally associated with temporal change. In cardiac MR video, we predict
coronary artery disease (CAD) and fibrillation from ICD codes recorded during
hospital admissions of all subjects. From retinal OCT longitudinal data we pre-
dict the presence of late vs. early AMD given the present and historical set of
scans of each patient.

We then evaluate the models on tasks that are strongly associated with tem-
poral change. In the short time scale, we estimate left ventricular ejection fraction
(LVEF) and total cardiac output, which measures the volume of blood pumped in
one minute. Finally, we focus on three OCT-based prognostic tasks that require
extrapolating long term trends from the patient’s history of disease progres-
sion. These involve predicting the development of late stage wet AMD (defined
by choroidal neovascularisation), late stage dry AMD (defined by cRORA >
1000µm [30]) and retinal scarring and fibrosis post treatment, all within the
next 3 years.

4.3 Simple Clip-level Contrastive Learning Outperforms Prior
Approaches

In Table 1 and Table 2, we find in all tasks that the time-invariant representa-
tions learned by CVRL [28] degrade performance compared to our simple time-
dependent cSimCLR [7] approach using a single clip. This was most pronounced
on the temporally dependent tasks such as prognosis of late dry AMD (74.3% vs.
67.5% AUC). While LTN [37] and VideoMAE [34] improve the modeling of tem-
poral variations, both methods perform comparably to or worse than clip-level
cSimCLR across all tasks in both the short and long time scales.
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Table 1: Performance on diagnosis and prognosis on the long term AMD pre-
diction tasks in longitudinal retinal OCT. Modeling variable intervals between
scans is especially beneficial for prognosis tasks that requires the extrapolation
of trajectories of disease progression captured in historical scans.

Non-temporal
control task Temporally dependent prognostic tasks

Model Late vs. Early
AUC (%) ↑

Late Dry AMD
AUC (%) ↑

Late Wet AMD
AUC (%) ↑

Scarring and Fibrosis
AUC (%) ↑

1% 100% 1% 100% 1% 100% 1% 100%
Supervised 60.2±1.1 85.9±0.3 50.2±1.1 64.7±0.5 54.5±0.2 59.2±0.9 49.1±0.8 52.9±0.6

R3D [12] (Kinetics) 54.3±1.1 73.8±0.3 51.8±5.1 54.4±0.6 52.2±2.1 64.9±0.8 50.6±5.1 64.4±1.3

CVRL [28] 75.3±1.7 86.2±0.3 52.4±2.3 67.5±5.3 56.8±6.5 64.7±2.6 59.9±3.9 71.2±1.7

LTN [37] 76.9±0.6 85.7±0.1 61.8±3.4 63.1±1.5 57.6±6.1 64.8±4.1 71.6±0.9 72.9±0.8

VideoMAE [34] 72.0±1.1 81.8±0.1 58.7±4.1 56.8±0.6 54.3±9.2 56.2±7.8 61.4±3.4 67.3±1.1

cSimCLR 76.3±2.7 88.6±0.4 53.6±2.8 74.3±1.3 58.3±4.2 66.8±1.3 68.9±4.5 72.2±0.6

cSimCLR-TE 73.0±0.9 88.3±0.1 50.4±5.6 76.8±1.5 58.7±5.5 66.5±1.1 64.4±3.3 77.4±1.5

TVRL 76.1±1.6 87.7±0.1 55.7±4.0 80.2±0.8 53.5±4.8 67.8±2.3 65.9±3.0 73.2±1.4

Table 2: In short term cardiac video, standard natural video approaches perform
comparably on diagnosis but underperform in estimating cardiac output, which
has the strongest temporal component.

Diagnostic control tasks Temporally dependent biometric tasks

Model CAD
AUC (%) ↑

Fibrillation
AUC (%) ↑

LVEF
MAE ↓

Cardiac Output
MAE ↓

1% 100% 1% 100% 1% 100% 1% 100%
Supervised 56.3±0.8 64.9±3.1 53.2±7.2 62.7±0.6 4.75±0.01 3.58±0.21 4.33±3.38 1.80±0.04

R3D [12] (Kinetics) 52.9±1.8 64.1±4.2 54.6±0.2 66.3±2.1 8.27±1.24 7.13±0.58 2.77±0.09 1.86±0.05

CVRL [28] 59.4±5.8 69.4±0.2 54.4±0.9 70.3±0.3 5.14±0.24 3.95±0.03 1.85±0.02 1.76±0.08

LTN [37] 56.6±8.7 69.4±0.2 54.0±1.3 70.5±0.3 4.83±0.04 3.88±0.08 1.85±0.01 1.68±0.03

VideoMAE [34] 57.1±4.3 66.9±0.6 55.1±3.1 63.1±0.9 6.89±0.05 5.28±0.07 1.98±0.02 1.86±0.06

cSimCLR 60.9±0.4 69.4±0.1 54.5±0.4 70.4±0.6 4.88±0.35 3.89±0.04 1.88±0.01 1.69±0.12

cSimCLR-TE 62.6±0.9 67.9±0.5 57.3±0.2 66.7±0.1 4.62±0.01 4.05±0.01 1.84±0.01 1.63±0.01

TVRL 61.7±0.1 69.3±0.1 55.5±0.7 69.8±0.1 4.86±0.02 4.03±0.01 1.92±0.02 1.65±0.02

4.4 Explicit Temporal Modeling Improves Long-term Prognostic
Tasks

The clip-level contrastive approach with time embedding (cSimCLR-TE) out-
performs all prior methods on the irregularly sampled retinal OCT longitudes.
Add TE notably improves the prognosis of scarring from 72.2% to 77.4% AUC
as shown in Table 1. It also performed best in estimating the cardiac output,
achieving 1.63 MAE as shown in Table 2. Finally, TVRL further boosts the per-
formance on prognosis for late dry AMD to 80.2% AUC and late wet AMD to
67.8% AUC. Additionally, in Figure A.1 and A.2 in the supplementary, we visu-
alize the feature trajectories of sequences from both datasets learned by TVRL.

Regarding Table 2, on cardiac videos with regular frame intervals, TE is
expected to provide no further benefit over positional embedding, leading to
comparable performance between cSimCLR and cSimCLR-TE. Similarly, TVRL
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performs comparably to contrastive baselines, as cardiac videos contain limited
temporal variation within a single cardiac cycle.

5 Discussion and Conclusion

In this paper, we identified two common variants of spatiotemporal data used
in clinical practice. We found that while state-of-the-art spatiotemporal learning
methods developed for natural videos perform comparably in short term analysis
on cardiac MR video, they failed to track long term developments and disease
trajectories in longitudinal series, leading to poor prognostic utility for AMD.
To address this, we propose a simple clip-level contrastive learning strategy that
leverages time embeddings in irregular and variable length time series, and a new
temporally-variant approach that explicitly models frame-level variation. Models
pretrained with our strategies had improved assessment of cardiac output, and
substantially improved prognosis for three variants of late stage AMD.

One limitation of this study is that we have not fully determined in which
scenario to use each of our two approaches. Future work aims to expand the
number and diversity of tasks to provide better guidance.

In conclusion, we envision that our approaches will create representations
that leverage the full range of temporal dynamics and patient history that are
typically neglected in current diagnostic and prognostic solutions.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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