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Abstract. We introduce a novel unsupervised deep learning framework
for constructing statistical shape models (SSMs). Although unsupervised
learning-based 3D shape matching methods have made a major leap for-
ward in recent years, the correspondence quality of existing methods does
not meet the demanding requirements necessary for the construction of
SSMs of complex anatomical structures. We address this shortcoming
by proposing a novel deformation coherency loss to effectively enforce
smooth and high-quality correspondences during neural network train-
ing. We demonstrate that our framework outperforms existing methods
in creating high-quality SSMs by conducting extensive experiments on
five challenging datasets with varying anatomical complexities. Our pro-
posed method sets the new state of the art in unsupervised SSM learning,
offering a universal solution that is both flexible and reliable. Our source
code is publicly available at https://github.com/NafieAmrani/FUSS.

Keywords: Unsupervised 3D Correspondence Matching - 3D Shape
Matching - Statistical Shape Modelling.

1 Introduction

Statistical shape models (SSM) are an essential tool in medical image analysis
and computational anatomy, facilitating a deeper understanding of anatomical
variability across populations. Its applications are diverse and range from diag-
nosis [24], pathology detection [22] to treatment planning [6].

Despite the evident utility of SSMs, they often come with the drawback of
depending on (some form of) human supervision for their construction. This
process is labour-intensive, prone to errors and can also introduce bias, affecting
the reliability of the resulting SSMs [28]. With that, a large body of research
has evolved that studies the automated construction of SSMs. Traditional meth-
ods for the automated construction of SSMs rely on axiomatic optimisation for-
malisms to establish correspondences across a collection of 3D shapes [4, 8, 11]. In
recent years, several deep learning methods for SSM construction were proposed,
some of them even without relying on labelled data [2, 13]. Despite these remark-
able achievements, existing methods do not meet the demanding requirements
necessary for the construction of SSMs of complex anatomical structures. For
example, recent unsupervised learning-based methods require post-processing
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heuristics to mend inaccurate, non-smooth and non-bijective point-wise match-
ings [3, 23] — while this improves the matching quality to some extent, the two-
stage processing is suboptimal since respective heuristics are generic and not
tailored towards the need of SSMs (e.g. having spatially smooth and coherent
deformations between shapes).

To address these issues, we introduce a novel unsupervised SSM learning
framework based on a deformation coherency regularisation. Our approach han-
dles a wide spectrum of datasets, encompassing anatomical structures with con-
siderable variability in shape and size, such as the liver, pancreas, lung, spleen,
and hippocampus. We summarise our main contributions as follows:

1. We propose a fully unsupervised framework for SSM learning that offers a
universal and flexible solution for a broad and diverse range of shapes.

2. From a technical perspective, we achieve this by introducing a deformation
coherency loss to ensure smooth and accurate deformations, which we fuse
into a recent state-of-the-art shape matching method to enable accurate
unsupervised SSM construction.

3. We set new state-of-the-art performance on five challenging datasets charac-
terised by high shape variability and different anatomical sizes, demonstrat-
ing our method’s strong ability to produce high-quality SSMs.

2 Related Work

Recent studies have proposed the direct generation of SSMs from volumetric
images [1,5]. These techniques typically rely on supervised learning paradigms
and require pre-existing Point Distribution Models (PDMs) for training. In con-
trast, our work focuses on constructing SSMs from mesh data. Therefore, this
section will explore methodologies for creating SSMs from mesh data, which can
be categorised into correspondence-based and deformation-based approaches.

Correspondence-based SSM. The construction of SSMs typically begins
with establishing correspondences across a population of shapes. This process
has evolved from traditional pair-wise registration methods [12,21] to more so-
phisticated group-wise optimisation techniques [4, 8, 11]. However, they use time-
consuming iterative optimisation strategies, hindering their application to large
medical datasets. Recently, several methods [3,15] proposed the use of func-
tional maps [20] to abstract the notion of point-to-point correspondences into
finding correspondences in the spectral domain. However, the map in the spec-
tral domain does not guarantee smooth bijective point-wise correspondences.
Therefore, both pMatch [15] and S3M [3] require extra post-processing steps to
fix non-smooth point-wise correspondences — this two-stage processing may pro-
duce suboptimal point-wise correspondences that impairs SSM quality (which
we experimentally demonstrate in Sec. 5). In contrast, our method combines
functional and spatial maps to estimate smooth point-to-point correspondences
which are then used in learning the deformation field between training shapes.
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Deformation-based SSM. Several methods [10,17,19] have been proposed to
estimate deformation fields that map a template shape to shapes in the popula-
tion. However, they are computationally expensive and constrained by a finite set
of momentum vectors that parameterise the deformation field [9]. To overcome
these issues, FlowSSM [16] and ShapeFlow [14] proposed to use an encoder-
free setup and parameterise the deformation field within the low-dimensional
latent space of neural networks. Nonetheless, this methodology complicates the
reconstruction of unseen shapes, necessitating the optimisation of a randomly
initialised latent representation to model the optimal deformation. More recently,
Mesh2SSM [13] proposed to estimate the deformation of a template point cloud
to subject-specific meshes. However, it embeds the shape variations into the la-
tent space of a variational autoencoder, thereby complicating interpretability of
the resulting SSM. Unlike existing methods, our method parameterises a smooth
and non-rigid deformation with the help of accurate and smooth point-to-point
correspondences, thereby resulting in a continuous deformation field that reli-
ably captures biological deformations. We experimentally demonstrate that this
combination of point-wise and deformation-based correspondence representation
leads to high-quality SSMs.

3 Background: Spectral Meets Spatial Shape Matching

Our methodology builds upon the recent state-of-the-art Spectral meets Spatial
(SmS) shape matching framework [7]. SmS is designed to predict point-wise cor-
respondences while simultaneously interpolating between 3D shapes. To this end,
it leverages a combination of spectral and spatial self-supervision. The core of
SmS lies in its ability to handle articulated objects (e.g. humans, or animals) by
utilising an As-Rigid-As-Possible (ARAP) deformation energy [27] to capture
pose-dominant transformations effectively. Additionally, SmS relies on a post-
processing strategy (test-time adaptation) to better capture shape-dominant
deformations, further enhancing its interpolation capabilities.

Despite its efficacy for articulated objects, the SmS framework exhibits lim-
itations when constructing SSMs of anatomical structures. While the ARAP
deformation energy is well-suited to model articulation (e.g. of human or animal
motion), it is based on locally rigid transformations and is thus inadequate for
modelling anatomical shape variability across a population (e.g. of organs), see
our experimental results in Sec. 5.

To compensate for these shortcomings, in this work, we build upon SmS and
replace their ARAP loss with a novel deformation coherency reqularisation de-
signed for the construction of SSMs. Our deformation coherency term combines
the Chamfer distance and Dirichlet energy [18] to capture smooth and geometri-
cally plausible shape deformations. This dual-faceted loss eliminates the need for
test-time post-processing (as used in SmS) by directly capturing shape-dominant
deformations during training.
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4 Shape Model Learning with Deformation Coherency
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Fig. 1. Method overview. (a) First, the Spectral Shape Matching module computes
point-wise maps II;; between shapes X; and X;. Subsequently, the Shape Deformation
network predicts two deformation trajectories from X; to X; and vice versa. During
training, our novel Deformation Coherency Loss is used to regularise the deformation
fields. (b) At test-time, a chosen template 7 is deformed to all M training shapes
forming the set of shapes {71, T2, ..., Tm} (in point-wise correspondence), which are
then used to construct an SSM.

Given is a set of M shapes X = {X}, A, ..., Xar}, where each shape X; is
represented as a 3D triangular mesh with n; vertices encoded as matrix X; €
R"™*3. Note that the input shapes X need to be spatially aligned. Using an
unsupervised learning approach, our method aims to establish accurate point-
wise correspondences and realistic shape deformations between pairs of shapes.
Eventually, we use these correspondences to construct an SSM (in the space
of a template shape 7) that captures shape variation across X. Our overall
processing pipeline is summarised in Fig. 1. We use a Spectral Shape Matching
module to generate a point-wise map I/;; between two input shapes &; and Xj.
This map serves as an input for the Shape Deformation network, which predicts
the deformation field A;(t) € R™*3 that smoothly transforms the vertices X;
of X; along the trajectory X;(t) = X; + A;(t) for t € [0,1]. This trajectory
deforms the original 3D positions X;(0) = X; to new positions X;(1) ~ IT;; X,
approximating the corresponding vertices of X; (analogous for transforming X
to X;). We refer to SmS [7] for more details about both modules.

Deformation Coherency Regularisation. We propose a novel deformation
coherency regularisation to ensure smooth and geometrically plausible deforma-
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tions. To this end, we uniformly sample K +1 timesteps in the time interval [0, 1],
and consider the sequence of deformed shapes X* := X;(k/K) for k=0, .., K. To
ensure precise spatio-temporal alignment of shapes throughout the deformation,
we penalise differences between consecutive shapes in the deformation sequence
using

K-1
Lcd: chd(Xz'k7X1‘k+l)7 (1)
k=0

where feq(+,-) is the bi-directional Chamfer distance. Furthermore, we use the
Dirichlet energy [18] to promote spatio-temporally smooth deformations, i.e.

Ldir = z_: T’I“((Sl(k‘)TLl&(k)), (2)
k=0

where T'r(-) stands for the matrix trace, L; is the Laplace-Beltrami operator of
X;, and §;(k) = XF — X is the vertex offset between XF and X", The losses
in Eqns. (1) and (2) are analogously applied to the deformation of shape Xj.

To further promote local area-preserving deformations, we introduce Leqge,
which maintains the proximity of neighbouring vertices, i.e.

Leage = ||EXE |5+ || B X[ (3)

where E; and Ej; are the incidence matrices of (the mesh graphs of) shapes X;
and X}, respectively. Our overall deformation coherency loss is

de = /\chcd + )‘dirLdir + )\edgeLedge- (4)

Ly, effectively regularises the shape deformations, while eliminating the need for
test-time post-processing (required by SmS).

Training, Inference and SSM Construction. During training, pairs of
shapes are sampled from the dataset. At test time, our method produces pair-
wise deformed shapes. To accumulate these over the entire dataset of M shapes,
we select a template shape T (with ny vertices) as the sample with the smallest
total loss to all other shapes. Then, we use our method to deform 7T to all other
shapes, forming a set of M shapes T = {71, 7a,..., Tasr} that share the same
topology as 7 and are in point-wise correspondence, i.e. the s-th vertex in shape
T; corresponds to the s-th vertex of all other shapes in T.

To build the SSM we use PCA, i.e. we calculate the mean shape pu € R3"7
of the (vectorised vertex positions of) shapes in T, and the covariance matrix
S € R3"7 X317 with eigenvectors {v;} and eigenvalues {)\;}. We can then model
the distribution of the shapes as p+ >, a; \iv;, with oy ~ N (0, 1).

5 Experiments

Datasets. We evaluate our method on five publicly available datasets with
diverse anatomical and morphological characteristics: the pancreas, spleen, liver
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and hippocampus datasets from the Medical Segmentation Decathlon (MSD)
challenge [26], and the lung dataset from the LUNA16 challenge [25] (see Table
S2 in the supplementary material for more details). We use ShapeWorks [8] to
smoothen, centre and convert the (segmented) CT/MRI images to triangular
meshes of around 2000 vertices (our method can handle meshes with a varying
number of vertices across samples). All datasets are split into 80% training, 10%
validation and 10% test datasets.

Experimental Setup. We evaluate our method through comparative analysis
with S3M [3] and FlowSSM [16]. Additionally, we benchmark against SmS [7]
(with test-time adaptation), as our method builds and improves upon SmS by
substituting the ARAP loss with our newly introduced deformation coherency
loss, while maintaining all other loss functions inherent to the SmS framework.
For further implementation details, refer to Table S1 in the supplementary ma-
terial. It is worth noting that FlowSSM lacks a latent space analogous to those
in our method, S3M, and SmS. Therefore, the deformed mesh vertices from
FlowSSM are used as correspondences, and we perform PCA for evaluation.

Metrics. The performance of all methods is evaluated using three standardised
metrics: generalisation, specificity, and compactness. Generalisation is measured
by computing the average point-to-surface distance between test shapes and
their reconstructions, indicating the SSM’s ability to represent unseen shapes.
Specificity is evaluated by generating 1000 random samples from the SSM and
calculating each sample’s minimum Chamfer distance to the training data, re-
flecting how well the random samples represent the training data. Compactness
is determined by the explained variance in PCA, which quantifies the SSM’s
ability to reconstruct new instances with fewer parameters.

Results. Our approach outperforms existing methods in terms of performance
across all five datasets. As depicted in Fig. 2, our approach achieves low general-
isation and specificity errors, indicating a robust ability to accurately represent
unseen shapes and generate diverse samples that are representative of the un-
derlying dataset distribution.

In contrast, FlowSSM and SmS produce low specificity and high generalisa-
tion errors (lung and liver datasets for FlowSSM; pancreas and spleen datasets
for SmS), suggesting a lack of diversity in the generated shapes and an in-
ability to capture the variance present in the data. The qualitative results in
Fig. 3 (highlighted with red arrows) further corroborate this observation, where
these methods introduce non-existent small structures or result in over-smoothed
meshes. Although S3M avoids these specific issues, it displays the poorest com-
pactness among the compared methods and is prone to generating outlier points
that do not accurately match the surface of the test mesh, as indicated by the
blue arrows in Fig. 3. This causes S3M to produce worse generalisation and
specificity than our method.
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Fig. 2. Quantitative plots of generalisation, specificity and compactness (rows) on five
datasets (columns). Horizontal axes in each plot show the number of modes (basis
functions in PCA). Our method outperforms previous methods on all datasets by
producing low generalisation and specificity errors while exhibiting higher compactness.

Notably, SmS is prone to finding suboptimal solutions (black arrows in Fig. 3),
indicating its inability to adequately handle the variability of complex anatomical
structures. In contrast, our method successfully addresses these shortcomings,
rendering our method the sole technique to accurately capture complex anatom-
ical variations, as shown with green arrows in Fig. 3. This is further corroborated
in our ablation study (see Fig. S1 in supplementary material), where all three
terms in Eq. (4) are shown to reduce generalisation and specificity errors.

6 Discussion and Limitations

Our novel approach sets the new state of the art in constructing SSM, but it
also has some limitations. Firstly, the SSM construction is not learned in an
end-to-end fashion. Incorporating end-to-end learning, potentially extending it
with a monlinear shape model, could enhance the quality of the resulting SSM.
Secondly, our method is template-based. Despite our efforts to mitigate bias by
selecting the most representative template shape (defined as the one closest to
all shapes on average), our approach may still introduce a degree of bias. Future
research could benefit from developing a technique that learns the template
directly from the population, thereby generalising the approach and potentially
reducing template-related biases.
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Fig. 3. Reconstructions of a test mesh for 5 datasets (S3M, FlowSSM, SmS and our
method). (Green arrows) Our method outputs high-quality reconstructions compared
to other methods. (Black arrows) SmS can produce distorted meshes. (Red arrows)
FlowSSM and SmS hallucinate parts non-existent in the test mesh. (Blue arrows) S3M
produces a significant amount of outlier points.

7 Conclusion

We have introduced an unsupervised framework for statistical shape model learn-
ing that effectively combines correspondence and deformation-based paradigms.
Our framework is versatile and accommodates a broad spectrum of anatomi-
cal variations in shape and size. By integrating a deformation coherency loss
into the state-of-the-art shape matching method, we have successfully enforced
smooth and high-quality correspondences necessary for accurate SSM construc-
tion. Comparative experiments on five datasets show that our approach surpasses
existing methods, striking a good balance between generalisation to new shapes
and accurate sample generation. This advancement in SSMs provides a flexible,
universal solution for diverse anatomical structures and sets a new standard for
SSM construction.
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