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Abstract. In semi-supervised medical image segmentation (SSMIS), ex-
isting methods typically impose consistency or contrastive regulariza-
tions under basic data and network perturbations, and individually seg-
ment each voxel/pixel in the image. In fact, a dominating issue in med-
ical scans is the intrinsic ambiguous regions due to unclear boundary
and expert variability, whose segmentation requires the information in
spatially nearby regions. Thus, these existing works are limited in data
variety and tend to overlook the ability of inferring ambiguous regions
with contextual information. To this end, we present Multi-Formation
Soft Masking (MOST), a simple framework that effectively boosts SS-
MIS by learning spatial context relations with data regularity conditions.
It first applies multi-formation function to enhance the data variety and
perturbation space via partitioning and upsampling. Afterwards, each
unlabeled data is soft-masked and is constrained to give invariant pre-
dictions as the original data. Therefore, the model is encouraged to in-
fer ambiguous regions via varied granularities of contextual information
conditions. Despite its simplicity, MOST achieves state-of-the-art per-
formance on four common SSMIS benchmarks. Code and models are
released at https://github.com/CUHK-AIM-Group/MOST-SSL4MIS.

Keywords: Multi-Formation Function · Soft Masking · Semi-supervised
Learning · Medical Image Segmentation.

1 Introduction

Acquiring a large amount of labeled data is a significant challenge in medical
image segmentation due to its high cost and the need for specialized expertise [4,
17, 18]. Hence, numerous studies have been focusing on semi-supervised medical
image segmentation (SSMIS) [41, 35, 36, 37, 1, 40, 20], which trains a deep
segmentation model by leveraging limited annotated medical images alongside a
large number of unlabeled medical images to achieve satisfactory segmentation
performance.

https://github.com/CUHK-AIM-Group/MOST-SSL4MIS
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The training objectives for existing SSMIS methods can be generally catego-
rized into consistency and contrastive. For consistency-based methods, they en-
force the model to produce consistent predictions with geometrical transformed
data or different perturbed networks [32, 35, 1, 7, 41, 23]. Nevertheless, the sig-
nificant disparity between medical scans (e.g., MRI & CT) and natural images
hinders the applicability of many transformation and augmentation techniques
[8], which leads to a limited data variety and perturbation design space. There-
fore, these methods may be prone to the test data with distribution shift [1] and
suffer from imprecise segmentation. This motivates us to explore alternative tech-
niques that effectively expand the data diversity [10] while satisfying the data
regularity conditions [13, 14] in medical imaging. For contrastive-based methods
[12, 36, 33], they consider the voxels in medical scans as positive or negative
instances, then apply contrastive loss [9, 3] to minimize the embedding distance
of positive samples while pushing negative samples apart. These methods clus-
ter each voxel/pixel and assign a class label to each of them. However, it is
noted that the intrinsic ambiguity is a dominating issue in medical imaging, due
to the unclear boundary and expert variability [31, 34], while overlooking this
ambiguity can lead to inaccurate results and unreliable boundaries for lesions
or organs [15]. Consequently, the above contrastive learning pattern that only
considers voxels individually may lack of contextual information learning and in-
sufficient in segmenting these ambiguous regions [28]. Hence, we are committed
to boosting the model’s capability in inferring these regions via spatial context
reasoning [26, 11, 6], which enables the model to leverage contextual information
to accurately delineate these regions.

To overcome the aforementioned challenges, we propose a simple and ef-
fective method coined Multi-Formation Soft Masking (MOST) for SSMIS, a
simple consistency framework that uses a single segmentation network. It com-
bines the merit of the aforementioned methods while alleviating their drawbacks,
which is achieved by multi-granularity data and contextual information learning.
Specifically, (1) we first incorporate the idea of multi-formation function into the
framework by partitioning the data and uniformly upsample them to the orig-
inal input size. It aims to enhance the data diversity, and mitigate the issue of
being prone to shifted distributions. As presented in [14], the partitioned data
naturally satisfies the data regularity [13], i.e., spatially nearby pixels appear to
be similar. Therefore, this operation serves as a structure-preserved data syn-
thetic procedure for medical scans, which effectively improves the data variety,
perturbation design space, and model generalization ability. (2) To obtain accu-
rate segmentation results in ambiguous and difficult regions, we present a soft
masking strategy that promotes the learning of contextual information within
the data. Concretely, our soft masking strategy involves generating a rectangular
mask for random 3D patches in the medical scan, and linearly interpolates the
voxels around the masked boundaries to form a smooth transition. The model
is then forced to produce consistent predictions for both masked and unmasked
regions, and has to leverage the spatial context to infer the segmentation for the
masked regions. This strategy not only boosts the model to learn spatial con-
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Fig. 1. Illustration of the proposed MOST framework for unlabeled input data ui. To
provide a clear visualization, the figure displays the partition policy with fp

uni−2.

textual clues for inferring ambiguous regions in the image, but also prevents the
model from relying on abrupt transition patterns that are essentially artifacts.
Extensive experiments are conducted on four datasets, MOST achieves state-of-
the-art performance and surpasses existing SSMIS counterparts significantly.

2 Methodology

In the semi-supervised medical image segmentation task, the training set is di-
vided into two subsets: The labeled subset Dl = {(xi, yi)}Nl

i=1 and the unlabeled
subset Du = {ui}Nu

i=1, where Nu ≫ Nl. The medical images xi ∈ RH×W×D in Dl

have corresponding ground-truth masks yi ∈ {0, 1}C×H×W×D, where C,H,W,D
are the number of classes, height, width, and depth respectively. The objective
is to train a segmentation model θ with both Dl and Du and enhance the seg-
mentation performance when deployed to an unseen test set.

The proposed MOST is constructed with a consistency-based framework with
strong augmentations. As illustrated in Fig. 1, we adopt a single segmentation
network (V-Net [25] for 3D volume or U-Net [29] for 2D slice), parameterized
by θ. For each unlabeled image ui, we first apply a multi-formation function
f that creates multi-granularity views of the image Vi = f(ui) with data reg-
ularity, which effectively boosts the variety of the samples. Then, the multi-
granularity views Vi are augmented by weak and strong operators Aw and As in
each iteration simultaneously to obtain the augmented data Vw = Aw(Vi) and
Vs = As(Vi). In order to train the model to learn contextual information, we
propose a soft masking operation that is applied on the multi-granularity strong
views of the image Vs to produce the masked views VM

s with randomly masked
patches. After feeding the multi-granularity weak views Vw into the network θ,
we obtain the pseudo labels pw. Finally, a consistency regularization is applied
on the segmentation results of the masked strong views ŷs and the pseudo labels
pw, and the model is trained to infer ambiguous regions in the image with spatial
context and achieve better segmentation results.
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2.1 Multi-formation Function

In SSMIS, applying consistency regularization for unlabeled data under differ-
ent perturbations serves as an effective method for learning invariant and robust
representations [32, 35, 1, 19]. However, as 3D medical images and natural im-
ages have significant disparity, only limited data transformation techniques are
directly applicable [8]. Furthermore, medical images demonstrate significant vari-
ability in terms of anatomical structures and scanning protocols. Consequently,
a substantial distribution gap often exists between the training and testing data.
Hence, inspired by [14], we develop a multi-formation function that effectively
enhances the diversity while satisfying the data regularity.

As displayed in Fig. 1 (a), given batch-wise unlabeled images {ui}Bu
i=1, we

partition each image ui via a certain policy fp, which can be a uniform parti-
tion fp

uni−k with a specific factor k (k > 1, k ∈ N+) or a multi-scale partition
fp
ms−k (Refer to Sec. 3.3 for the policy choice). Without loss of generality, we use
fp
uni−k as a representation. Therefore, the image is partitioned with the map-

ping function fp
uni−k : R1×H×W×D → Rk2×H

k ×W
k ×D, and is augmented to k2

partitioned views1. Afterwards, an upsample operation fu is applied on each
partition to recover the original size: fu : Rk2×H

k ×W
k ×D → Rk2×H×W×D. After

concatenating the partitioned views and the original view, we can obtain the
multi-granularity views of the image,

Vi = Cat[ui, f
u(fp

uni−k(ui))], (1)

where Cat refers to the concatenation operation, and Vi ∈ R(k2+1)×H×W×D.
Different from other data or network perturbation methods [35, 22, 41] which
exhibit limited perturbation variability, our method provides a wider range of
data diversity, i.e., the cardinality of the transformed set of data {Vi}Bu

i=1 dis-
plays a quadratic growth when compared to the input set of data {ui}Bu

i=1, and
the augmented views inherently satisfy the data regularity conditions in medi-
cal imaging [13]. Therefore, models trained using our approach are expected to
possess enhanced robustness and generalisability.

2.2 Soft Masking

The contextual information is crucial for inferring ambiguous regions during seg-
menting medical images, as the human body tends to display a typical structure
with prior anatomy information [27]. For example, locations of certain organs
or surrounding tissues can help determine their boundaries even when they are
not clearly defined. However, how to enhance the model’s capability in inferring
ambiguous regions via spatial context reasoning remains unexplored in SSMIS.

To this end, a soft-masking strategy is proposed to address the aforemen-
tioned deficiency. With the given multi-granularity views Vi, they are first aug-
mented via weak and strong operators Aw and As to produce Vw = Aw(Vi) and
Vs = As(Vi). Then, we define the parameters for the soft masking template M,
1 Practically, a threshold ηmax is set to replace k2 to prevent excessive augmentation

when k is set to a very large value: ηmax = min(k2, ηmax).
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with 3D mask patch size s× s× s and mask ratio r. To apply the soft mask, we
begin by resizing an all-ones volume with the same size as input to M′ with the
dimension of H/s×W/s×D/s. A proportion of r voxels are randomly masked
out, by setting their corresponding values to 0. Next, we are able to obtain the
soft mask M ∈ RH×W×D via a trilinear upsampling M = Trilinear(M′), and
we perform a Hadamard product between M and Vs for the soft masking,

VM
s = M⃝· Vs, (2)

where VM
s refers to the strong views after soft masking. Compared to the hard

masking methods [11, 6, 38, 5], soft masking prohibits the model from learn-
ing the abrupt transition characteristics within the image, meanwhile improves
the model’s capacity in learning spatial contextual information. Moreover, naive
masked image modeling pretraining [38] is not sufficient to capture the com-
plex context dependencies [11], thus the proposed soft masking is effective and
practical for SSMIS.

2.3 Overall Objective

With the weak views Vw and masked strong views VM
s , we first obtain the pseudo

labels pw and segmentation predictions ŷs for the unlabeled data:
ŷw = f(Vw; θ), ŷs = f(VM

s ; θ),

pw = 1 (max (ŷw) ≥ τ) argmax(ŷw),
(3)

where τ is a hyperparameter that denotes the threshold above which we retain
a pseudo-label. Therefore, the unsupervised loss is formulated as,

Lunsup =
1

Bu

Bu∑
i=1

1

HWD

HWD∑
j=1

CE (ŷs,i(j), pw,i(j)) , (4)

where CE denotes the cross-entropy. The training stage of MOST framework is
conducted end-to-end, with the following overall optimization objective,

L = Lsup + Lunsup + Lcp, (5)

where Lsup is the loss for supervised data, which is a combination of cross-entropy
and dice loss between the segmentation prediction of the labeled data and the
ground-truth [41, 21]. Lunsup is the loss for unsupervised data. Furthermore,
we apply copy-paste as one augmentation operation in our framework, which is
jointly trained with the labeled and unlabeled data via Dice loss Lcp following
[1, 42]. During inference, the sample is directly fed into the trained model to
produce the segmentation results. Therefore, no extra inference cost is required.

3 Experiments

3.1 Datasets and Implementation Details

To evaluate the effectiveness of the proposed MOST, we conduct experiments
on four widely used SSMIS datasets: LA [39], Pancreas-CT [30], ACDC [2], and
BraTS 2019 [24]. The data splits strictly follow common practice [41, 1, 37, 40].
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Table 1. Results comparisons on LA dataset with 5% and 10% data labeled. ↑ denotes
the higher the better and ↓ denotes the lower the better.

Method Metrics (5% labeled) Metrics (10% labeled)
Dice↑ Jac↑ 95HD↓ ASD↓ Dice↑ Jac↑ 95HD↓ ASD↓

Supervised 91.47 84.36 5.48 1.51 91.47 84.36 5.48 1.51
UA-MT [41] 82.26 70.98 13.71 3.82 87.79 78.39 8.68 2.12
SASSNet [16] 81.60 69.63 16.16 3.58 87.54 78.05 9.84 2.59

DTC [22] 81.25 69.33 14.90 3.99 87.51 78.17 8.23 2.36
URPC [23] 82.48 71.35 14.65 3.65 86.92 77.03 11.13 2.28

MC-Net [35] 83.59 72.36 14.07 2.70 87.62 78.25 10.03 1.82
SS-Net [36] 86.33 76.15 9.97 2.31 88.55 79.62 7.49 1.90

BCP [1] 88.02 78.72 7.90 2.15 89.62 81.31 6.81 1.76
CAML [7] 87.34 77.65 9.76 2.49 89.62 81.28 8.76 2.02
MOST 89.51 81.10 5.92 2.02 91.17 83.85 5.63 1.76

Table 2. Results comparison on
Pancreas-CT with 20% data labeled.

Method Metrics
Dice↑ Jac↑ 95HD↓ ASD↓

Supervised 82.60 70.81 5.61 1.33
UA-MT [41] 77.26 63.82 11.90 3.06
SASSNet [16] 77.66 64.08 10.93 3.05

DTC [22] 78.27 64.75 8.36 2.25
URPC [23] 80.02 67.30 8.51 1.98

FUSSNet [37] 81.82 69.76 5.42 1.51
BCP [1] 82.91 70.97 6.43 2.25
MOST 83.84 72.40 4.42 1.10

Table 3. Results comparison on
ACDC with 10% data labeled.

Method Metrics
Dice↑ Jac↑ 95HD↓ ASD↓

Supervised 91.44 84.59 4.30 0.99
UA-MT [41] 81.65 70.64 6.88 2.02
SASSNet [16] 84.50 74.34 5.42 1.86

DTC [22] 84.29 73.92 12.81 4.01
URPC [23] 83.10 72.41 4.84 1.53
SS-Net [36] 86.78 77.67 6.07 1.40

BCP [1] 88.84 80.62 3.98 1.17
MOST 89.29 81.23 3.28 0.98

We use V-Net [25] for 3D datasets (LA, Pancreas-CT, BraTS 2019) and U-
Net [29] for 2D dataset (ACDC). We train 15k iterations with batch size 4 on 3D
datasets and 30k iterations with batch size 24 on 2D datasets, using the SGD
optimizer with initial learning rate 0.01 and a cosine scheduler. Random crop
and copy-paste [42, 1] are used as the basic weak augmentations Aw, and we
apply random gamma adjustment [3] as the specific strong augmentation in As.
During training, the scans are cropped to 112 × 112 × 80 in LA, 96 × 96 × 96
in Pancreas-CT and BraTS 2019, and 256 × 256 in ACDC, respectively, which
strictly follow [1, 37, 40]. Threshold τ for pseudo-labeling is fixed to 0.75. During
inference, a sliding window is used to obtain segmentation results for 3D datasets,
with a stride of 18×18×4 on LA, 16×16×4 on Pancreas-CT, and 64×64×64
on BraTS 2019. The experiments of MOST are repeated with three different
random seeds [7], and the mean performances are reported. For evaluation, we
use the four metrics including Dice Coefficient (Dice), Jaccard Score (Jac), 95%
Hausdorff Distance (95HD), and Average Surface Distance (ASD).
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Table 4. Ablation study on the pro-
posed components in our MOST.

Module Metrics

SA MF SM Dice↑ Jac↑ 95HD↓ ASD↓
✓ 88.08 79.48 6.68 1.98
✓ ✓ 89.57 81.30 7.54 1.77

✓ ✓ 90.53 82.78 5.70 1.80
✓ ✓ 90.11 82.18 6.65 1.97
✓ ✓ ✓ 91.17 83.85 5.63 1.76

Table 5. Ablation study on the
multi-formation function policy.

Function Dice↑ Jac↑ 95HD↓ ASD↓
None 90.11 82.18 6.65 1.97

Uniform-2 91.17 83.85 5.63 1.76
Uniform-3 91.22 83.93 5.01 1.54
Uniform-4 90.92 83.48 5.59 1.71

Multi-scale-4 90.90 83.40 5.22 1.56

3.2 Comparison with State-of-the-art Methods

We compare the proposed MOST with the state-of-the-art SSMIS methods [41,
16, 22, 23, 35, 36, 37, 1, 7]. The results on LA with with 5% and 10% data
labeled are shown in Table 1. MOST gives 91.17% Dice and 5.63 95HD with 10%
labels, surpassing CAML [7] by 1.55% and 3.13. Compared to BCP [1], MOST
comprehensively surpasses it with 1.55% Dice, 2.24% Jaccard, and 1.18 95HD,
respectively. Our method also surpasses previous methods with only 5% labels
available and achieves a remarkable Dice of 89.51%, verifying its effectiveness
in different labeling scenarios.Results on Pancreas-CT is presented in Table 2.
Specifically, MOST achieves the best results in terms of all metrics, with 83.84%
Dice, 72.40% Jaccard, 4.42 95HD, and 1.10 ASD, respectively, demonstrating
the effectiveness in segmenting ambiguous boundaries of the proposed design.
Moreover, MOST can also be extended on 2D datasets by setting scan depth
D = 1. As presented in Table 3 on ACDC, MOST outperforms previous state-
of-the-art BCP [1] on all metrics, with 89.29% Dice, 81.23% Jaccard, 3.28 95HD,
and 0.98 ASD, demonstrating its capacity and generalization ability in different
SSMIS tasks. Lastly, on BraTS 2019 with 10% data labeled, MOST still achieves
84.17% Dice, surpassing the supervised performance with 83.84% Dice. More
detailed results are given in the supplementary.

3.3 Further Analysis

Ablation study on the components in MOST. We first investigate the
effectiveness of each component in MOST in Table 4. “SA” means the strong
augmentation framework, "MF" represents the multi-formation function, and
"SM" means the soft masking strategy, respectively. With SA, the model shows
88.08% Dice on LA. When combining SA with MF, the Dice improves by 1.49%,
and SM further improves the performance. The best overall result is obtained
when combining the three proposed components, which shows their complemen-
tary benefits, and verifies the superiority of the proposed framework.

Impact of the multi-formation function policy. As the multi-formation
function augments the data into partitioned views, we ablate 5 choices of the
policy: uniform partition with factor 2, 3, 4; multi-scale partition with maximum
factor 4; no multi-formation. Results are provided in Table 5. Compared to no
multi-formation, all other methods surpass it remarkably, highlighting the im-
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MC-Net
Dice: 89.29%

SS-Net
Dice: 89.22%

MOST
Dice: 92.02%

Ground-Truth

Ground-TruthMOST
Dice: 93.00%

MC-Net
Dice: 90.87%

SS-Net
Dice: 90.57%

Ground-TruthMOST
Dice: 92.11%

MC-Net
Dice: 89.51%

SS-Net
Dice: 87.89%

(a) MC-Net (b) SS-Net (c) MOST (Ours) (d) Ground-Truth

Fig. 2. Segmentation performance comparison on 3D LA dataset among (a) MC-Net
[35], (b) SS-Net [36], (c) the proposed MOST, (d) ground-truth.

Fig. 3. Ablation study on the hyperparameters in soft masking. Left: different mask
patch sizes. Right: different mask ratios.

portance of the proposed transformation. The function designs exhibit similar
performance, with Uniform-3 achieving slightly superior results, which indicates
the robustness of the proposed method. Considering the simplicity and consis-
tency, Uniform-2 fp

uni−2 policy is used in all experiments.
Qualitative segmentation results. We depict the qualitative segmenta-

tion results on LA dataset of (a) MC-Net [35], (b) SS-Net [36], (c) MOST (Ours),
and (d) ground-truth in Fig. 2. Compared with MC-Net [35], the proposed
method recognizes the anatomy structure precisely and alleviates incomplete
segmentation regions (2nd and 3rd rows). Moreover, compared with SS-Net [36],
MOST not only produces high-quality segmentation results on the ambiguous
boundaries (1st row), but also accurately captures the fine details (2nd row).

Impact of different hyperparameters. We evaluate the effect of varied
mask patch sizes and ratios in Fig. 3. MOST is relatively stable for hyperpa-
rameters overall. For the patch size, only a small masked size (≤2) will cause
a significant Dice decrease. This may due to the large area of available context
simplifies the learning of contextual information. We fix the masked patch size
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to 16 on all datasets. For the ratio of masked region, the model achieves the
highest Dice at 0.75, and we use this value in all our experiments.

4 Conclusion
In this work, we aim to address the limited data variety and intrinsic ambiguity
issues in SSMIS. To this end, we propose MOST, a simple and effective method
that jointly enhances the data variety and learns the contextual information to
infer the ambiguous regions. Built upon a framework with strong augmentation,
it first adopts a multi-formation function via partitioning and upsampling. Then,
a soft masking is applied on the unlabeled images, and the model is constrained
to provide consistent predictions as the original input. Extensive experiments
on four benchmark datasets are conducted, and the proposed method shows
significant performance superiority over existing approaches.
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