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Abstract. The manifestation of symptoms associated with lung dis-
eases can vary in different depths for individual patients, highlighting
the significance of 3D information in CT scans for medical image classi-
fication. While Vision Transformer has shown superior performance over
convolutional neural networks in image classification tasks, their effec-
tiveness is often demonstrated on sufficiently large 2D datasets and they
easily encounter overfitting issues on small medical image datasets. To
address this limitation, we propose a Diffusion-based 3D Vision Trans-
former (Diff3Dformer), which utilizes the latent space of the Diffusion
model to form the slice sequence for 3D analysis and incorporates clus-
tering attention into ViT to aggregate repetitive information within 3D
CT scans, thereby harnessing the power of the advanced transformer in
3D classification tasks on small datasets. Our method exhibits improved
performance on two different scales of small datasets of 3D lung CT
scans, surpassing the state of the art 3D methods and other transformer-
based approaches that emerged during the COVID-19 pandemic, demon-
strating its robust and superior performance across different scales of
data. Experimental results underscore the superiority of our proposed
method, indicating its potential for enhancing medical image classifica-
tion tasks in real-world scenarios. The code will be publicly available at
https://github.com/ayanglab/Diff3Dformer.
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1 Introduction

3D volume analysis is crucial for the diagnosis or prognosis of lung diseases,
as lesions can manifest at various depths in CT scans across different patients
[18], such as those with COVID-19 or Interstitial Lung Disease. Compared to
2D analysis, 3D analysis enables a comprehensive examination of abnormal areas
throughout the entire volume, offering a more thorough understanding of the pa-
tient’s condition. Additionally, models analyzing 3D volumes eliminate the need
for slice selection, leading to more efficient and reliable predictions compared
to methods that rely on a limited number of preselected slices for patient-level
decisions.

Given the imperative nature of these requirements, a quantity of 3D analysis
methodologies emerged within the AI community during the COVID-19 pan-
demic for diagnosing and prognosticating patients [5]. These methodologies can
be broadly classified into aggregation (AG) methods [22,14,16], 2.5D methods
[15,7], and whole-scan methods (WS) [8,9,6,19]. AG methods analyze 3D scans
by aggregating results from all 2D slices [22], inherently limited in capturing
intra-slice features. To overcome this limitation, WS methods input the entire
scan into the model, allowing for comprehensive feature exploration throughout
the 3D volume. Although 3D methods have demonstrated superior performance,
they are susceptible to crashing due to overfitting, especially when dealing with
a small dataset. As a compromise between diverse training samples and 3D fea-
tures, 2.5D methods resample a fixed smaller number of slices from the entire
scan, treating them as a unified input entity for network-based patient-level
decision-making. While the resampling process enables extensive augmentation
of the small dataset, the reliance on a randomly sampled subset of slices for
patient-level decision-making still raises concerns among doctors who may po-
tentially use these models in high-stakes contexts. Hence, enabling WS analysis
within small datasets remains an urgent and unmet challenge.

Transformers have outperformed traditional CNN methods in vision classi-
fication tasks but require substantial data and memory resources, posing chal-
lenges for small datasets. Recent studies have illuminated the application of ad-
vanced Transformer architectures in 3D lung volume classification tasks within
limited datasets [7,10,23,22]. To address memory constraints while handling
high-dimensional 3D volumes, [7] employed 2.5D techniques, resampling 32 slices
as input for the Timesformer model. [22] utilized the AG method, employing a
2D Swin Transformer to process CT volumes with varying slice counts. [10,23]
adopted a CNN-based preprocessing step to transform 3D volumes into sequences
of low-dimensional CNN-based features, subsequently fed into Transformers for
classification. To enhance performance on small datasets, [23] employed Mixup
[20] data augmentation, while [7] and [23] explored transfer learning and self-
supervised learning to achieve more general representations. Despite improve-
ments brought by these methods, current Transformer-based 3D analysis still
faces several limitations: (1) the performance of Transformer-based WS methods
is still prone to overfitting and is significantly influenced by data scale; (2) there
is a lack of comprehensive comparisons between Transformer-based and CNN-
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based models regarding their efficacy and robustness on small 3D datasets; and
(3) interpreting the features used for patient-level decisions from these 3D scans
remains underexplored in current research.

Motivated by prior work [10,23], our aim is to develop a robust 3D Trans-
former model that surpasses existing methods by effectively harnessing the global
feature learning capabilities of transformers. Simultaneously, we strive to re-
duce data requirements and improve interpretability in 3D volume decisions.
To achieve this, we introduce the novel Diffusion-enhanced 3D Transformer
(Diff3Dformer), which combines the advantageous latent space learning of the
Diffusion Autoencoder with a Clustering Vision Transformer (ViT). This inte-
gration facilitates efficient feature extraction and information reduction during
the global feature learning process. The key contributions of this work are sum-
marized as follows: 1) We discover how Clustering ViT can mitigate overfitting
and effectively manage small datasets. 2) We introduce the Diffusion Autoen-
coder for self-supervised learning to extract semantically meaningful represen-
tations for enhanced 3D analysis. Additionally, we propose a novel pipeline that
enables data-intensive Diffusion to be applied to small-scale 3D analysis us-
ing the efficient 3D solver Clustering ViT. 3) We propose an interpretable slice
fusion strategy to decode the model’s decisions into contributions from differ-
ent clusters, enabling the explainability of the final patient-level decision from
the Diff3Dformer. 4) We conduct experiments on two different scales of small
datasets, showcasing the robustness and consistent superiority of the proposed
methods over different types of 3D analysis methods across varying medical im-
age dataset scales.

2 Method

The overview of Diff3Dformer is given in Fig. 1 (A). Prior to Diff3Dformer’s
prediction on individuals, we employ the encoder from the pretrained diffusion
autoencoder to extract representations of each slice from CT volumes. By ag-
gregating the slice representations from the entire dataset, we can learn slice
prototypes (the centre of each cluster) specific to a particular disease using the
spherical K-means method. Given the learned prototype, Diff3Dformer starts
by transforming a patient’s 3D volumes into a sequence of the representations
together with the cluster number it belongs to. The representation together with
the assigned prototype number, they are fed into the Clustering ViT for global
information learning through the self-attention map in the transformer. The
cluster number here aids the model in detecting repetitive and similar patterns
in the 3D volume, thereby reducing the number of features and enhancing com-
putational efficiency within the traditional ViT. Following the modification of
slice representations, the final layer of Diff3Dformer outputs scores for each slice
to make the final decision. Diff3Dformer employs global attention on predefined
clusters, which are learned during training, to fuse slice scores from different
clusters, thereby generating an explainable patient classification result.
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Fig. 1. (A) The overview framework of Diff3Dformer. (B) The diffusion autoencoder is
leveraged to learn a semantically meaningful representation by learning to reconstruct
the 2D slice from a 512-dimensional representation and being used to represent CT vol-
umes as a sequence of representations as the input of the clustering ViT model. (C) The
slice fusion module provides final patient decisions and explanations of Diff3Dformer.

2.1 Representation Learning via Diffusion-based Autoencoder

Motivated by recent strides in feature manipulation and disentanglement within
Diffusion’s latent space [13,17,1], we are compelled to exploit these semantically
meaningful features as representations for individual slices for downstream tasks.
To derive highly meaningful representations for each slice, we utilized a Denoising
Diffusion Implicit Model (DDIM)-based autoencoder, as proposed by Preechakul
et al. [17], to reconstruct slices from CT scans. This autoencoder architecture
consists of an encoder E and a DDIM model denoted as D. To preserve mean-
ingful information within the encoded representation from E, DDIM is trained
to reconstruct the original slice using this representation as a condition.

The models E and D are trained concurrently by optimizing the following
loss function with respect to θ and ϕ:

min
ϕ,θ

L = ∥ϵ−Dθ (xt, t,Eϕ(x0))∥1 , (1)

where x0 represents any given slice and xt is the noise injected slice (t iterations
of Gaussian noise injection). The network D utilizes a UNet architecture con-
sisting of layers of residual blocks, as described in [2]. Meanwhile, the network
E adopts the encoder architecture from D.

Once the autoencoder achieves the optimal reconstruction quality, the en-
coder is separately utilized to extract the representations of each slice. These
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representations are then aggregated from each patient and clustered into K clus-
ters using Spherical K-means [25]. The clustering step will learn the potential
prototypes of the slices within a specific dataset. These prototypes will further
enable the quantification of the entire scan into a combination of prototype slices
by grouping the slices with similar patterns together. Additionally, it will aid in
reducing the features during self-attention learning in the subsequent Clustering
ViT model introduced.

2.2 Clustering ViT for 3D Classification

After representation learning, each 3D volume can be transformed into a se-
quence of meaningful slice representations, each with its corresponding assigned
cluster. Inspired by [23,24], we introduce a clustering ViT model for 3D diag-
nostic and prognostic tasks based on the obtained slice sequence.

As illustrated in Fig. 1 (A), the slice sequences obtained from each patient are
padded to a fixed length N , mapped to M dimensions using a linear layer, and
then fed into a six-layer Clustering Transformer Encoder. Each layer comprises
a clustering attention mechanism with 8 heads and a feed-forward network. No-
tably, the clustering attention block, proposed in [24], computes the prototype
of the queries in each cluster, reducing the number of queries from N to K.
This reduces the computational complexity of the attention map from O(N2)
to O(NK) compared to traditional ViT architectures [4]. For our 3D classifica-
tion task, the clusters within the model correspond to the clusters assigned to
each slice, simplifying queries of similar slices into single features of dimension
M . The final result of the attention and values consists of K updated vectors,
which are then broadcasted back to the N updated slices denoted as s∗ by repli-
cating each feature s∗k into slices assigned to cluster k. Besides computational
efficiency, the clustering mechanism also reduces the final updated features in s∗

by replicating the prototypes into high-dimensional data, effectively performing
dimension reduction and hence mitigating overfitting issues.

Following the Clustering Transformer Encoder, the Diff3Dformer processes
the updated features obtained from global learning through a linear layer to
obtain the risk score for each slice denoted as r. After the final layer of slice
fusion, the model generates a single score as the patient-level score. For our 3D
classification task, the clustering ViT model is trained using cross-entropy loss.

2.3 Interpretable Slice-Sequence Fusion

The fusion of slice sequences plays a pivotal role in consolidating information
to generate the final patient-level decision. Traditionally, this fusion is accom-
plished using various pooling methods or linear regression in conventional 3D
analysis techniques. In order to avoid potential overfitting resulting from dense
layer and the direct averaging of patch levels, which may disregard the varying
importance of individual slices in classification tasks, we propose an interpretable
3D decision-making approach, which considers the existence of different proto-
types, the quantification of various clusters, and the diverse contributions of slice
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patterns to the final task. This can be formulated as:

R =
K∑

k=1

Akrkqk. (2)

Here, Ak represents the global cluster attention, emphasizing the significance
of the presence of a specific cluster for the final task, which remains consistent
across all patients. qk indicates the ratio of the number of slices in each cluster
to the total number of slices from a patient, simulating the lesion extent, while
rk denotes the average slice risk within cluster k for each individual.

3 Experiment

3.1 Dataset

To validate the effectiveness of the proposed method on small datasets across dif-
ferent medical tasks, we evaluated the performance of the Diff3Dformer model
in both diagnosis and prognosis tasks using two 3D datasets: COVID-19 and
fibrotic lung disease (FLD). Specifically, we validated the performance of our
model on the CC-CCII [21] dataset to tackle the classification of novel coron-
avirus pneumonia (NCP) and common pneumonia (CP), and on the FLD dataset
for a binary prognostic task to predict the 1-year mortality of FLD patients.
Clean-CC-CCII: The Clean-CC-CCII dataset is a publicly available dataset
of CT volumes consisting of three different categories: NCP, CP, and normal
patients, which is constructed by preprocessing and restructuring the CC-CCII
dataset [21] in [8]. The Clean-CC-CCII dataset contains 3,993 scans from 2,698
patients. In this study, we perform a binary classification task of NCP and CP
classes, including 1519 scans from 1047 NCP patients and 1549 scans from 824
CP patients. In our experiments, We randomly divided the scans into training
data (2455 scans), validation data (306 scans), and test data (307 scans).
Fibrotic lung disease: The FLD dataset is the public dataset from OSIC1,
comprising 27 patients who died within one year and 704 patients who survived
beyond one year during their hospitalisation. We reserve 20% of patients for
validation, and use the remaining for training. An in-house external test dataset
is obtained from Australia, consisting of 501 CT scans, with 43 patients who
died within one year and 458 patients who survived beyond one year.

3.2 Implementation Details

For representation learning, the Adam optimizer [12] with a batch size of 64 is
used to optimize the diffusion autoencoder, and the learning rate is set to 1e−4.
The input size of the diffusion autoencoder is 256 × 256. It is trained by 93967
slices generated from the 3D OSIC dataset. We trained the model using 8 V100
1 https://www.osicild.org/
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Fig. 2. The comparison results of different methods on CC-CCII and FLD datasets

GPUs for 100 epochs. The number of clusters K in the spherical K-means method
is set to 64. The clustering ViT model is trained using the Adam optimizer [12]
on two RTX3090 GPUs with a batch size of 4 and a learning rate of 1e−4 for
100 epochs. The dimensional size M is set to 512 and the dropout rate is set to
0.1. The area under the curve (AUC), accuracy, sensitivity, specificity, and F1
score were used as metrics for evaluating the performance of classification.

3.3 Experiment Results

In this study, we compared Diff3Dformer model with other 3D CNN-based meth-
ods and transformer-based methods which have open-source code. The compar-
ison results on the two datasets are presented in Fig. 2. The 3D CNN-based
methods include WS-DenseNet121 [8], WS-ResNet101 [8], WS-Contrastive 3D
[9], 2.5D-ResNet101 [6], and the 3D transformer-based methods include AG-Swin
Transformer [22] and ViT-patch [23]. The experiment setting of these methods
can be found in Supplementary Table 1.

The proposed method outperformed other transformer-based meth-
ods. Compared to the AG-Swin Transformer and ViT-patch methods, our pro-
posed model achieves superior performance in terms of AUC, sensitivity, and F1
score on the CC-CCII dataset, while demonstrating comparable performance on
other metrics. On the smaller FLD dataset, the proposed method significantly
enhances performance across all metrics, unlike other transformer-based meth-
ods, which exhibit sensitivity to dataset size and fail to produce satisfactory
results on smaller datasets. These findings suggest that our model effectively
mitigates the requirement for large datasets typically needed by transformer-
based methods and demonstrates greater robustness with limited data.

The proposed method consistently outperformed different type of 3D
classification models. Comparing the F1 score on both datasets, we observe
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Table 1. Ablation studies on CC-CCII and FLD datasets.

CC-CCII FLD
No. Ablation Setting AUC Accuracy Sensitivity Specificity F1 Score AUC Accuracy Sensitivity Specificity F1 Score
1. Contrastive + ViT 0.83 0.82 0.77 0.79 0.78 0.75 0.74 0.68 0.77 0.72
2. Diffusion + ViT 0.84 0.84 0.78 0.81 0.79 0.76 0.76 0.68 0.79 0.73
3. Contrastive + clustering ViT 0.88 0.84 0.81 0.83 0.82 0.78 0.75 0.75 0.74 0.74
4. Diffusion + clustering ViT 0.91 0.85 0.86 0.83 0.84 0.79 0.77 0.77 0.75 0.76

that CNN-based methods also tend to perform worse on the extremely small FLD
dataset. Specifically, WS-based methods perform the worst due to the suscepti-
bility to overfitting issues. These challenges can be partly addressed by learning
a more generalizable representation through contrastive learning techniques, as
demonstrated in the WS-Contrastive method and resampling methods in the
2.5D method, where the WS method outperforms the 2.5D method through
a more comprehensive analysis. In comparison to these methods on the FLD
dataset, both patch-ViT and Diff3Dformer, which utilize the Clustering ViT ar-
chitecture, outperform those CNN-based methods, indicating their effectiveness
in reducing overfitting issues. Moreover, Diff3Dformer outperforms patch-ViT
by leveraging slice-sequence analysis on both datasets.

Ablation study. To investigate the effectiveness of components in the proposed
model on the small dataset, we conduct some experiments on both two datasets
as shown in Table 1. Contrastive learning [11] is another useful self-supervised
learning method to learn image representation, and we also remove the clus-
tering attention in the clustering ViT model and compare their performance
with the proposed model. The model without clustering attention is identical to
the original ViT [3]. The comparison between No.1 and No.2, as well as No.3
and No.4, demonstrates that the diffusion model achieves better representations
compared to the contrastive learning method. When comparing No.1 to No.3
and No.2 to No.4, it is evident that clustering attention significantly improves
the performance of ViT on both datasets, confirming that clustering attention
effectively addresses the overfitting problem in transformer-based methods.

Interpretable results. Based on Eqn. (2), we can identify the most influential
cluster contributing to the final score R for each individual by vectorizing the
feature Akrk for each cluster. The heatmap in Supplementary Fig. 1 represents
the contribution of the cluster to the final patient-level risk score R on the FLD
dataset, where the panels from left to right depict the Akrk vectors for patients
arranged in decreasing order of R value. The rationale behind each patient’s final
prediction: the red cube highlights clusters contributing to high-risk scores, while
blue indicates a lower risk. From this visualization, we can see that patients with
different prediction results are highly disentangled, and the contributing patterns
are clearly delineated for each patient. The most influential clusters across the
dataset are determined by comparing the average Akrk values between the two
classes with different predictions. The ranking of clusters by contribution to the
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‘mortality in one year’ class on the FLD dataset is shown in Supplementary Fig.
2 and the most representative slice patterns are provided in Supplementary Fig.
3, which show that the model can identify common clusters within each class
group, enabling us to pinpoint most significant features by visualizing the most
frequently contributing clusters among patients.

4 Conclusion

In this paper, we propose Diff3Dformer specifically tailored to overcome the
challenges encountered in classifying 3D CT scans using small medical im-
age datasets, outperforming both CNN-based and Transformer-based meth-
ods. Leveraging Diffusion-based slice-sequence representations empowers Trans-
former architecture for high-dimensional 3D volume data, and enhances classifi-
cation accuracy with its rich and meaningful feature representation. Experimen-
tal results demonstrate the superior performance of our proposed method across
various scales of small datasets and medical image classification tasks.
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