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Abstract. Accurate segmentation of echocardiograph images is essen-
tial for the diagnosis of cardiovascular diseases. Recent advances in deep
learning have opened a possibility for automated cardiac image segmen-
tation. However, the data-driven echocardiography segmentation schemes
suffer from domain shift problems, since the ultrasonic image characteris-
tics are largely affected by measurement conditions determined by device
and probe specification. In order to overcome this problem, we propose a
domain generalization method, utilizing a generative model for data aug-
mentation. An acoustic content- and style-aware diffusion probabilistic
model is proposed to synthesize echocardiography images of diverse car-
diac anatomy and measurement conditions. In addition, a meta-learning-
based spatial weighting scheme is introduced to prevent the network
from training unreliable pixels of synthetic images, thereby achieving pre-
cise image segmentation. The proposed framework is thoroughly evalu-
ated using both in-distribution and out-of-distribution echocardiography
datasets and demonstrates outstanding performance compared to state-
of-the-art methods. Code is available at https://github.com/Seokhwan-
Oh/MLSW
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1 Introduction

Echocardiography (Echo) image segmentation is an essential diagnostic proce-
dure for identification of cardiovascular disease [1]. The cardiac segment provides
clinically significant bio-markers such as Left-Ventricle (LV) thickness, LV vol-
ume, and ejection fraction [1, 5]. Manual cardiac image segmentation, which is
the current gold standard, is a laborious task that requires several working hours
of expert radiologists [25]. Hence, technological development has been made to
automate cardiac image segmentation [26, 11, 20, 7].
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Recently, deep learning has proven its efficacy in image segmentation across
diverse applications. In cardiac image segmentation, fully automated image seg-
mentation provided by deep Neural Networks (NN) has contributed to effec-
tive and prompt diagnosis. Therefore, significant advances have been made in
the field of deep learning-based Echo segmentation. However, such data-driven
cardiac image segmentation method suffers from a domain shift problem. The
performance of the NN is significantly degraded when the network is applied
to the data that exhibit different distribution from the training data [19, 8]. In
medical ultrasound (US), the features of the images are highly dependent on the
device manufacturers, specification of probes, and frequency of the US pulse.
Considering that the performance of deep NNs is dependent on the operating
environment, such image variation poses a significant concern in cardiovascu-
lar disease diagnosis, where inaccurate diagnosis significantly impacts patient
mortality and prognosis. Consequently, there is a growing demand for robust
domain-generalized semantic segmentation in cardiac image analysis.

Domain Generalization (DG) aims to configure a versatile model that can
perform well to out-of-distribution data [8]. Recently, data augmentation meth-
ods have been proposed to enhance the generalizability of the NN [23]. Especially,
there exists an increasing interest in adopting a generative model to diversify the
data distribution. However, the generative model-based data augmentations suf-
fer from a fundamental drawback in that the fidelity of the synthesized image
is not guaranteed. Specifically, in generative data augmentation for semantic
segmentation, the generative model employs the image segment as a condition
to synthesize corresponding images. Then the generated images and the corre-
sponding image segment pairs, are employed as the input and ground truth for
training the segmentation NN. However, the precision of such synthesized data is
compromised compared to when the annotation is made by an expert radiologist,
making precise parameterization of the segmentation network challenging.

In order to address the problem, we proposed a spatial uncertainty-aware
meta-optimization method for generalized medical image segmentation. In the
realm of noisy label training [15], there have been recent approaches suggest
to utilize meta-learning for recognizing and filtering inaccurate data. We pro-
pose to extend the meta-learning-based noisy-label training techniques into the
spatial domain. We configured a meta-net to capture unreliable spatial areas
within synthesized data by utilizing precise human-annotated data as a vali-
dation sample. Then the segmentation network is optimized by employing only
reliable pixels provided by the meta-net. We demonstrate that the proposed spa-
tial meta-learning methods contribute to the DG of the network. In addition,
we introduce a generative model, which is an acoustic content- and style-aware
diffusion probabilistic model (DDPM) [4], that can synthesize Echo images, ac-
curately depicting a wide range of cardiac anatomy and measurement conditions.
The proposed generative model helps improving the versatility of the segmenta-
tion network by providing a broad spectrum of data distribution.
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Fig. 1. Configuration of (a) EDM, (b) ycontent, and (c) ystyle are provided. In Fig.1-(d),
distribution of the datasets are analyzed, the shaded area denotes 90% quantile region.

2 Echocardiography denoising diffusion model

In this section, we propose a universal Echo generative model designed to gen-
erate cardiac images that can provide a wide range of Echo features. The Echo
image characteristics are largely determined by content- and style-based features.
The content-based features refer to elements that determine the spatial config-
uration of the image. Shape of the heart and the observed Region Of Interest
(ROI) are considered as content features. Even when examining a patient with
identical content features, variations in images can arise based on the specifica-
tions of the measurement devices. Style-based features govern the characteristics
related to the US equipment manufacturer, the frequency of US used, and the
type of the probe employed to measure the US signals. Fig. 1 illustrates an over-
all configuration of the proposed Echocardiography denoising Diffusion Model
(EDM). The EDM is implemented based on the DDPM which employs an iter-
ative denoising process for precise image generation. The EDM utilizes content
ycontent and style ystyle conditions as inputs for the NN, enabling the user to ad-
just image generation conditions and produce Echo images simulating a broad
range of cardiac anatomy and US device characteristics.
Content condition. The ycontent is composed of an Echo ROI ycontent,ROI, and
anatomical feature ycontent,SEG. Echo images typically exhibit a sector shape
configuration. ycontent,ROI is configured with a center angle of 60◦ < θ < 150◦

to cover general ROI commonly employed by radiologists. Clinically impor-
tant cardiac components, which are, the LV blood pool ycontent,LVBP, LV wall
ycontent,LVW, and Left Atrium (LA) ycontent,LA are considered as ycontent,SEG. The
compositions of the ycontent,SEG can vary depending on the dataset characteris-
tics (described in section 2.1 dataset). As presented in Fig. 1-(b), the ycontent,SEG
are configured under diverse composition of the cardiac segments, allowing it to
produce robust Echo images under various content conditions.
Style Condition. The ystyle represents characteristics of the image such as
brightness, contrast, and scattering, which are determined by US device specifi-
cations. To precisely quantify the style condition of the US image, we formulated
ystyle in the form of Nakagami distribution [14]. The Nakagami distribution is a
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statistical model for representing the distribution of US signal and is denoted as

f(r) =
2mmr2m−1

Γ (m)Ωm
exp

(
−m

Ω
r2
)
U(r), (1)

where Γ and U denote gamma and unit-step functions respectively. The Nak-
agami distribution is governed by two parameters, which are the Nakagami scale
parameter Ω = E(R2) and Nakagami distribution parameter m = [E(R2)]2

E[R2−E(R2)]2 .
E denotes the statistical mean. We segmented the US images into K(=30) par-
titions according to the US signal travel time. Subsequently, we quantify the Ω
and m of the US signals within each subsection to construct the style feature
(Fig. 1-(c)). Fig. 1-(d) presents Ω and m distribution plots of Echo images from
three institutes using different US machines. As demonstrated in Fig. 1-(d), dis-
parate Ω and m parameters are configured according to the US measurement
environment, proving the proposed Nakagami parameter is a proper method for
representing a wide range of US-style features.
Implementation details. The iterative denoising scheme requires considerable
computational cost. In order to enhance efficiency of the EDM, we employed a
latent diffusion model framework [12], that applies a denoising scheme in the
latent domain instead of the image domain. The learning object of the EDM
ϕEDM is described as follows:

L := EϕEDM,ϵ∼N(0,1) [|ϵ− ϕEDM(ycontent, ystyle, t)|] , (2)

where t = 1, . . . , T denotes the time steps of denoising.

2.1 Dataset

In order to evaluate Echo images of diverse measurement conditions and study
cohorts, three Echo datasets, Echonet-Dynamic [10], HMC-QU [2], and CA-
MUS [6] from different institutes are employed. The Echonet-Dynamic dataset
comprises 10,030 videos capturing an Apical 4-Chamber (A4C) heart view, with
corresponding blood pool segmentation label. The HMC-QU dataset consists of
2,349 Echo images, which include a heart A4C view and LV wall labels. The
CAMUS dataset includes 1,000 Echo images from 500 patients. The dataset
comprises Apical 2-Chamber (A2C) and A4C views. The LV blood pool, LV
wall, and the LA are annotated as segmentation labels. The detailed train and
test split of each dataset is described in Supplementary A.

2.2 Experiments

Echocardiography image synthesis. In this section, assessments of the EDM
are presented. The Echo image is generated through the denoising diffusion im-
plicit model [16] with T = 200 denoising steps. Fig. 2-(a) presents Echo images
generated under a distinct combination of ycontent and ystyle conditions. The
EDM generates realistic Echo images, successfully expressing anatomic struc-
ture given in content condition. Furthermore, the study demonstrates that the
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Fig. 2. (a) Generated Echo images with diverse content and style condition. (b) t-SNE
analysis generated Echo samples together with the public datasets.

Ω and m parameters are an effective way of quantifying echo image style. By
employing the Nakagami condition, the characteristic of Echo can easily be man-
aged, thereby enabling the simulation of diverse US signal measurement envi-
ronments. Fig. 2-(b) introduces a t-SNE plot of the generated dataset analyzed
together with three public Echo images. The study shows that EDM provides a
diversified generation of Echo data encompassing the distribution of the source
dataset. In quantitative assessment, the EDM demonstrates FID scores of 16.86
for Echonet-dynamic, 17.45 for HMC-QU, and 10.22 for CAMUS. The model
achieves competitive performance with the state-of-the-art (SoTA) echocardio-
graphy generative models showing 75.36 [17] and 50.83 [18] FID.

3 Meta-Learned Spatial Weighting (MLSW)

In this section, a domain generalized semantic segmentation network θseg that
implements a MLSW method is proposed (Fig. 3). Through the use of EDM,
numerous pairs of Echo images, and cardiac segments {XEDM, YEDM} ∼ DEDM
involving diverse Echo image conditions are provided. X and Y denote the in-
put image and the corresponding ground truth segmentation, respectively. The
machine-generated dataset DEDM is inherently less precise compared to the
dataset {XHM, YHM} ∼ DHM that are manually segmented by expert radiol-
ogists. Therefore, the MLSW is proposed to provide a solution to the following
question: Is there a way to learn diversity from machine-made data, and learn
fine details from man-made ones? The MLSW scheme employs a meta-net θmeta
that captures inaccurate regions in the input X and the corresponding label Y
to exclude the defective sub-pixels during training.
MLSW optimization. Algorithm 1 describes overall procedure of the proposed
MLSW. The meta-net θmeta is parameterized based on the meta-learning idea.
Specifically, we employed a clean and precise DHM for the meta-optimization of
the θmeta. The optimal θmeta is obtained by minimizing the following loss:

θmeta = arg min
θmeta

E
[
L(YHM, θ′seg(XHM))

]
, (3)
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Fig. 3. Configuration of the proposed MLSW.

Algorithm 1 MLSW optimization
Input: {XHM, YHM} ∼ DHM and {XEDM, YEDM} ∼ DEDM
Initialize: Seg-net parameter: θseg, Meta-net parameter: θmeta
Require: Hyperparameters: lrbase = 1e− 4, lrmeta = 1e− 4

1: for it in iterations do
2: Output image OEDM = θseg(XEDM)
3: Meta-weight WEDM = θmeta(θseg(XEDM), YEDM)
4: Evaluate weighted loss with machine-generated data: ∇θsegWEDML(YEDM, OEDM)

5: Compute adapted parameter: θ′
seg = θseg − lrbase∇θsegWEDML(YEDM, OEDM)

6: Compute meta-test loss with adapted parameter: ∇θmetaL(YHM, θ′
seg(XHM))

7: Update θmeta ← θmeta − lrmeta∇θmetaL(YHM, θ′
seg(XHM))

8: Update θseg ← θseg − lrbase(∇θsegWEDML(YEDM, OEDM) +∇θsegL(YHM, θseg(XHM)))

9: end for

where θ′seg = θseg−lrbase∇θsegWEDML(YEDM, θseg(XEDM)), WEDM = θmeta(XEDM).
Note that L(x, y) denotes the cross-entropy loss between x and y. Namely, θmeta
is trained to configure a spatial weight matrix WEDM, so that the filtered training
WEDML(YEDM, OEDM) contributes to the accuracy of θseg, when it is validated
with clean data DHM. The structure of θmeta is implemented based on U-net
[13]. θmeta employs the Echo image X, inferred cardiac segment θseg(X), and
spatial loss L(Y, θ′seg(X)), as inputs for generating WEDM. The MLSW requires
only 31MB of additional parameters during neural network training.
Segmentation network optimization. The θseg is optimized with the follow-
ing learning objective:

θseg = argminθsegE[WEDML(YEDM, OEDM) +∇θsegL(YHM, θseg(XHM))]. (4)

Both DEDM and DHM are employed for the parameterization of θseg. During
training with machine-made DEDM, the θseg is optimized using reliable pixels
filtered by WEDM. On the other hand, when utilizing radiologist annotated clean
data DHM, θseg learns the details of DHM without filtration, ultimately achieving
domain-generalized and precise semantic segmentation. The U-net is employed
as the baseline architecture of the θseg.

4 Experiments

4.1 Semantic segmentation dataset

The dataset, employed for the Echo segmentation NN, is categorized into two
distinct groups, in-distribution and out-of-distribution dataset.
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Fig. 4. Qualitative assessment of the proposed network with baseline models (Extended
assessment of the comparative models is provided in supplementary material.)

In-distribution (ID) dataset. The ID dataset comprises three public datasets
DHM, which are Echonet, HMC-QU, and CAMUS, and an EDM-generated dataset.
The ID test set is configured to validate the performance of the NN in Echo seg-
mentation without the domain shift. Furthermore, an ECHO-EDM dataset, de-
noted as DEDM, is configured by using the generative model presented in Section
2. A total of 570K synthetic Echo images and corresponding labels are generated
under diverse combinations of ycontent and ystyle.
Out-of-distribution (OOD) dataset. The OOD test dataset is composed of
unseen data that present a distinct distribution from the trained dataset, and is
employed to assess the robustness of the model to the data with novel attributes.
In particular, the OOD dataset demonstrates different US measurement setups
and patient cohorts from the ID dataset. The OOD dataset provides Echo images
of 237 randomly selected patients who visited the anonymous Hospital over the
past decade. The dataset was captured using eight different US machines, which
demonstrates diverse specification ranging from portable to high-performance
console-type US devices. Three expert sonographers annotated the LV blood
pool, LV wall, and LA of the Echo image. The data acquisition is conducted un-
der institutional review board (IRB Number: B-2301-807-108) of Seoul national
university bundang hospital.

4.2 Result and Discussion

Ablation study. Ablation studies are conducted to validate the efficacy of the
proposed DG framework. The scheme is validated with conventional baseline NN
that is trained with DHM and DEDM, respectively, and the one utilizing both of
DHM and DEDM without MLSW optimization. The qualitative assessment is pre-
sented in Fig. 4. The baseline NN trained only with DHM demonstrates limited
generalization capability, showing significant defaults such as disconnected LV
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Table 1. Quantitative assessment of the network with baseline and SoTA models.

Ablation study

MIOU In-distribution Out-of-distribution
Echo HMC CAMUS A2C CAMUS A4C Anonymous

Model Dataset MLSW LV pool LV pool LV pool LV wall LA LV pool LV wall LA LV pool LV wall LA

Baseline
DHM 0.8904 0.8772 0.8246 0.5713 0.8083 0.7679 0.5769 0.7655 0.7502 0.3804 0.4987
DEDM 0.8448 0.8155 0.8649 0.7282 0.8487 0.8254 0.7168 0.7634 0.7792 0.3335 0.5750

DHM +DEDM 0.8593 0.9067 0.8616 0.7205 0.8438 0.8240 0.7131 0.8085 0.7553 0.3020 0.5837
Proposed DHM +DEDM ✓ 0.9378 0.9113 0.8822 0.7639 0.8571 0.8507 0.7460 0.8237 0.8066 0.3885 0.6512

Comparative study
DSU [9] 0.9151 0.8743 0.8389 0.6649 0.8365 0.7845 0.6690 0.7674 0.7787 0.4075 0.5952

Cutout [3] 0.9326 0.8632 0.8545 0.6921 0.8181 0.8075 0.6787 0.7644 0.7929 0.3586 0.5878
Mixup [22] 0.8629 0.7726 0.8303 0.5768 0.5820 0.7988 0.5836 0.5328 0.7730 0.3626 0.3566
MLDG [8] 0.8488 0.8807 0.8808 0.7531 0.8389 0.8441 0.7380 0.8162 0.8089 0.3829 0.5366

Mixstyle [24] 0.9198 0.8834 0.8606 0.6846 0.8252 0.8027 0.6760 0.7687 0.7765 0.3985 0.5588
FACT [21] 0.8870 0.8350 0.8722 0.7467 0.8273 0.8354 0.7236 0.8162 0.7332 0.3885 0.5466

wall, and artifact in LA, when it is applied to the OOD data. The baseline NN
trained with numerous DEDM shows enhanced generalization capability, how-
ever demonstrates limitation in precise segmentation of the cardiac image. The
proposed framework demonstrates a reliable image segmentation in both the ID
and OOD datasets, proving the MLSW scheme not only contributes to the DG
but also offers fine-grained semantic segmentation.

Quantitative assessments are introduced in Table 1. By utilizing the DEDM,
the baseline network, trained with conventional optimization scheme, achieves
3.5% Mean Intersection Over Union (MIOU) improvement in the OOD dataset
assessment. The proposed framework, which employs MLSW optimization, out-
performs the baseline NN in the ID dataset. The effectiveness of MLSW scheme
is emphasized when it is compared with an OOD dataset. The proposed network
demonstrates a 11.8% enhancement in the MIOU metric in average, compared
to the conventional baseline NN trained with DHM. Extended ablation studies
applying diverse backbone structure are presented in the supplementary mate-
rial, demonstrating that the proposed framework can universally be applied to
the NNs, and contributes to the segmentation accuracy.
Comparative study. Comparative studies are conducted by assessing the pro-
posed scheme with diverse SoTA DG methodologies. The comparisons are con-
ducted with a meta-learning approach (MLDG [8]), an uncertainty modeling
method (DSU [9]), style (Mixstyle [24]) and Fourier-based (FACT [21]) augmen-
tation schemes, and other representative data augmentation-based (CutOut [3]
and MixUp [22]) DG schemes. The DSU and CutOut provide average accuracy
improvements of 0.050 and 0.036 MIOU in the OOD dataset, respectively. The
DSU presents excellent performance among the comparative models; however, it
still shows insufficient precision when compared to the proposed NN. This is at-
tributed to the fact that Echo image DG requires a comprehensive understanding
of the cardiac anatomy and US characteristics. However, the comparative models
lack such semantic interpretation, resulting in a limited performance increase.
On the other hand, the proposed framework employs EDM model, a generative
model that can represent a range of US measurement conditions, with a proper
meta-weighted optimization methodology. The proposed scheme results in 0.022
higher MIOU compared to the best-performing SoTA method.
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5 Conclusion

In this paper, we proposed a learning framework that contributes to the DG of
cardiac image segmentation. A generative model, based on the DDPM, is pro-
posed and offers cardiac images of diverse combinations of heart anatomy and
US measurement conditions. The meta-learning-based spatial weighting scheme
is introduced to prevent the network from training unreliable pixels of synthetic
images and achieve precise image reconstruction. Qualitative and quantitative
assessments are performed using both ID and OOD data from diverse institutes
using varied US devices. The experiments demonstrate that the proposed frame-
work contributes to domain robust and precise semantic segmentation, showing
outstanding performance in comparison to the state-of-the-art DG methods.
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