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Abstract. Semi-supervised cross-domain segmentation, also referred to
as Semi-supervised domain adaptation (SSDA), aims to bridge the do-
main gap and enhance model performance on the target domain with
the limited availability of labeled target samples, lots of unlabeled target
samples, and a substantial amount of labeled source samples. However,
current SSDA approaches still face challenges in attaining consistent
alignment across domains and adequately addressing the segmentation
performance for the tail class. In this work, we develop class-aware mu-
tual mixup with triple alignments (CMMTA) for semi-supervised cross-
domain segmentation. Specifically, we first propose a class-aware mutual
mixup strategy to obtain the maximal diversification of data distribution
and enable the model to focus on the tail class. Then, we incorporate our
class-aware mutual mixup across three distinct pathways to establish a
triple consistent alignment. We further introduce cross knowledge dis-
tillation (CKD) with two parallel mean-teacher models for intra-domain
and inter-domain alignment, respectively. Experimental results on two
public cardiac datasets MM-WHS and MS-CMRSeg demonstrate the su-
periority of our proposed approach against other state-of-the-art methods
under two SSDA settings.

Keywords: Semi-Supervised Domain adaptation - Medical Image Seg-
mentation- Class-imbalance Cross-domain Segmentation- Mutual mixup.

1 Introduction

Recent advancements in deep learning have led to remarkable successes in su-
pervised medical image segmentation, relying heavily on extensive pixel-wise
annotations and the presumption that all datasets are independently and iden-
tically distributed [II]. However, the performance of the source-domain trained
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model can significantly decline in clinical occurrence when facing the test data
with large data variances from different scanners[d], scanning protocols[19], or
patient cohorts[6]. Unsupervised Domain Adaptation (UDA) seeks to adapt a
model trained on a labeled source domain to perform accurately on an unla-
beled target domain, without the need for additional target domain supervision.
Although many previous works utilized image-translation [I0/22] or adversarial
learning [6I13/20] methods to bridge the domain gap from feature-level or image-
level, it is still hard to achieve promising results without target label supervision
to provide domain-specific information.

In comparison with UDA, we observed that some methods [12I29/2] leveraging
one-shot or few-shot target labels can yield results that are competitive with, or
even surpass state-of-the-art (SOTA) UDA methods. The incorporation of a few
target labels embodies a pragmatic and straightforward strategy, harmonizing
seamlessly with the practical demands of real-world applications [2]. Motivated
by this insight and recent achievements in semi-supervised learning(SSL)[9128],
Semi-Supervised Domain Adaptation (SSDA) has been widely investigated as a
promising strategy to further tackle the domain gap issue.

Recently, some approaches|2527T9] decomposed SSDA as a combination of
an SSL task and a UDA task. These two sub-tasks generate pseudo labels in-
dependently and participate in a mutually beneficial co-training process, where
they learn from each other’s outputs. In particular, data augmentation tech-
niques, notably mixup methods such as [3II30/21], play a crucial role in this
framework. Liu et.al [I9] proposed an asymmetric co-training algorithm to al-
ternately train the UDA and SSL model. Chen et.al [§] adopted dual-level do-
main mixing to extract domain-invariant representations in both region-level
[30] and sample-level [31]. However, these methods still suffer from the follow-
ing limitations. (1) They only considered one-way mixup for either intra-domain
alignment (labeled target—unlabeled target) [I9)] or inter-domain alignment (la-
beled source—labeled target) [8], shown in Fig. |1} which may lead to inconsistent
alignment with limited diversification of data distribution. (2) They both ignored
the class imbalance problem in practical application, shown in Fig. |2 leading to
the sub-optimal performance[28].

To address the above challenges, in this study, we present CMMTA, a novel
mixup strategy with triple alignments for semi-supervised cross-domain image
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Fig. 3. The framework of our method for semi-supervised domain adaptation

segmentation. OQur approach brings several novel contributions to enhance the
SSDA framework, as outlined below: (1) We propose a novel class-aware mutual
mixup strategy to obtain the maximal diversification of data distribution and
enable the model to focus on the tail class. (2) We incorporate our class-aware
mutual mixup across three distinct pathways to establish a triple consistent
alignment, including labeled source < labeled target, labeled source < unla-
beled target, labeled target < unlabeled target. (3) We further introduce cross-
knowledge distillation consisting of two parallel segmentation networks with the
mean-teacher model for intra-domain and inter-domain alignment, respectively.
We evaluate the proposed CMMTA on the public datasets MM-WHS and MS-
CMRSeg cardiac [34133]. Extensive experimental results demonstrated that our
method, CMMTA, significantly outperformed previous approaches across two
semi-supervised domain adaptation settings.

2 Methodology

In addressing the domain adaptation task, we encounter two datasets character-
ized by disparate data distributions while sharing a common set of categories,
denoted as C. These datasets are identified as the source domain, D;, and the
target domain, D;. In SSDA setting, we sample an amount of labeled source data
S = {xi,yt}, from Dy, limited labeled target data L = {x},yi}I", from D,
and unlabeled target data U = {27}, from D,. Typically, n; is considerably
smaller than ng and n,. Our goal is to train an SSDA model with S, L, and U
to perform well in the target domain.
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2.1 Class-aware Mutual Mixup

Following [2314], we utilize ClassMix[21] for data mixing, which employs the
mask with preserved object boundary. Concretely, given an input image X; and
its corresponding label Y7, we randomly pick another image X5 with label Y5 to
generate mixing data X,,. However, the conventional strategy mainly focused
on one-way data mixing, cropping the selected area in X; and pasting in the X5.
For example, [23/14] sampled X; from D, and sampled X3 from D; to build one-
way source domain to target domain mixing. Such one-directional consistency
(source-to-target) resulted in very limited diversification of data distribution.

In this paper, we extend the previous mixup[2I] (X; — X2) to a mutual
mixup with both X; — X5 and X5 — X;. Specifically, we generate a binary
mask M, (Ms) by randomly selecting half of the classes k = K/2 from the label
Yy (YS) with the presented class K. For pixels associated with the selected classes
in M;(Ms), their values are set to 1 and all other pixels are assigned a value
of 0. Then, this mask is utilized to perform the data mixing from the image
Xi(X3) to the image X3(X7), producing the augmented image X,, (X1, X2) =
{Xm1, Xma2}, which is formulated as:

X =My OXi 4+ (I—=M)OXs Xppo=My® X+ (I—M)o X! (1)

where I is the all-ones matrix with the same size of the mask. To form
the consistency for the augmented data X, (X1, X5), we also conduct the same
operation to obtain the augmented label Y;,(Y1,Y2) = {Y;u1, Yo}, which is
computed as:

Y1 = My OYf + (1= M) O Yy, Yoo = My OV + (I— M) 0Y{  (2)

Finally, the mutual mixup loss £5¢9 contains two consistency losses using cross-

entropy for two-way data mixing £,:Y and £;°5, which can be computed as:

L39 = = Yo log(F(Xm1,0)) = Y Vi log(F (X2, 0))

rses rseg

ml m2

(3)

The conventional ClassMix approach randomly selected classes present in Y
with equal probability for mixing. However, the efficacy of ClassMix may dimin-
ish beyond the initial epochs, since the head categories with large amounts con-
tributed less to the segmentation loss [26]. To fully leverage the mixup strategy
on the training data, we introduce a class-aware mixup strategy that prioritizes
the tail categories. This objective is accomplished by endowing higher proba-
bilities to the selected categories for mixing, thereby compelling the model to
intensify its attention on these specific categories.

To implement this, we first ascertain the frequency of all classes, denoted as
F = {f1,- [} A lower frequency value of fj suggests that the k-th cate-
gory needs to be further concentrated on. Accordingly, we derive the sampling
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probability for the class-aware mixup strategy as: P = 1 — F. This adjustment
ensures that the class-aware mixup method preferentially selects less frequent
classes, further improving the performance of the mutual mixup strategy.

2.2 Triple-path Alignments

Different from existing strategies that either utilized data mixing between source
and target domains for inter-domain alignment [8I23I14], or within target do-
main between labeled and unlabeled data for intra-domain alignment [I9] as
seen in many SSL approaches, our method merge these two type of alignments
to comprehensively bridge the domain gap. For the SSDA task, we enhance the
integration by incorporating the proposed class-aware mutual mixup strategy
across three distinct pathways. These include: mixing between the source do-
main S and the labeled target domain L, between the source domain S and
the unlabeled target domain U and within the target domain, between the la-
beled L and unlabeled U data. Our triple-path alignment strategy establishes
the consistent mixing relationship among the three data settings, significantly
enhancing the capability of our class-aware mutual mixup in achieving maximal
data distribution diversification.

Specifically, taking the implementation between the source domain and un-
labeled target domain for example, shown in Fig. [3| green part, we first sample
the X7, Y7 from S and sample the X5 from U and Y3 from P to generate
Xm,Y,,, where P = {Y} represents the pseudo label of unlabeled target data
and Y = arg max(F(Xo,0)). According to Eq.|3}, the mutual mixup loss between
source domain S and unlabeled target domain U are derived as £39 (S,U).
For the following two paths, we utilize a similar approach to obtain the mutual
mixup loss £ (S, L) for source domain S and labeled target domain L and
L£3¢9 (L,U) for labeled target domain L and labeled target domain U. Then the

mm
total loss can be calculated as follows:

Liotal(S, L,U) = L37.(S, L)+ L;7.(S,U)  +  L37(L,U)
—_——
inter—domain alignment intra—domain alignment

(4)
The visual representations of the three distinct pathways employing our class-
aware mutual mixup strategy are illustrated in Fig.

2.3 Cross Knowledge Distillation

Instead of using the same network with the shared weight, inspired by co-
training[27J19] and multi mean-teacher model [I§], we introduce cross knowledge
distillation (CKD) consisting of two parallel segmentation networks with the
mean-teacher model for intra-domain and inter-domain alignment, respectively.
We facilitate a collaborative training approach wherein reciprocally instruct each
other’s student networks, exchanging the generated pseudo target labels to es-
tablish consistency. This stands in contrast to the conventional method where
each teacher network independently instructs its designated student.
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Table 1. Quantitative comparison between our method and the other SOTA methods
on the MM-WHS challenge dataset.

Cardiac CT — Cardiac MRI
Dice? ASSD]

AA LAC LVC MYO Avg. AA LAC LVC MYO  Avg.
No DA Source-only | 18.1 25.4 26.4 14.0 21.0+£9.9 [32.9 31.7 289 27.7 30.3+£6.0
SIFA [6] 65.3 62.3 789 473 634+£78 |73 74 3.8 44 57£238
UDA ADR [22] 76.0 69.3 81.1 48.3 66.4+t6.8| 6.8 53 34 4.0 49+1.7
MPSCL [20] | 69.7 74.3 77.1 52.2 683+6.1 51 3.0 58 49 4.7+1.6

DLD [24] TrT 779 885 724 79.1£6.4 (6.0 95 49 3.7 6.0£2.8
SSDA ACT [19] 74.8 82.1 874 7T1.7 79.0£56 | 57 6.2 57 4.7 4.6+3.8
SLA [8] 779 81.7 88.2 70.9 79.7£6.0 |42 4.5 4.5 2.5 3.94+2.0
5%Label GFDA [2] 75.8 78.5 84.4 69.0 75.8+55 |53 7.6 5.1 44 5.6+£25
CMMTA 79.5 79.9 91.2 74.4 81.3+6.1|3.3 57 2.5 1.6 3.3+1.9
DLD [24] 779 81.6 90.3 74.3 81.0£4.9 | 4.0 80 2.9 3.2 4.5+2.4
SSDA ACT [19] 77.0 82.3 88.0 734 80.2+5.1 |57 35 57 44 48%25
SLA [8] 78.3 83.7 89.0 758 81.9+5.1 |52 38 50 26 42422
10%Label GFDA [2] 73.4 786 889 694 77.6+9.1|7.2 6.7 3.7 5.6 5.8£3.7
CMMTA 80.8 83.7 91.6 76.1 83.1+4.6| 3.9 2.7 2.2 1.6 2.6+0.9
Supervised | Source+Target | 83.0 85.3 92.2 80.1 85.2+3.3 |34 2.7 1.9 1.7 2.4+1.2

Category Method

Specifically, for the inter-domain alignment, the student model, denoted as 67
processed mixed data X, from both the source and labeled target domains (S,L)
as well as the source and unlabeled target domains (S,U), generating predictions
F(X,,, 05). Concurrently, the teacher model 6} takes the original image =, € U
as input to generate the pseudo label §,1 = arg max(F (z,,6})) for establishing
the data mixing consistency. A similar mechanism is applied for intra-domain
alignment, where the student model 63 and teacher model 6% generate predictions
F(X,,,05) and pseudo labels g, = arg max(F(z,,0%)) for data mixing within
the labeled and unlabeled target domains (L,U). Finally, the pseudo label g,
from #¢ and pseudo label §,2 from 6 are cross utilized to form the consistency
losses £5¢9 (L, U) and L3¢9 (S,U), respectively, leading to a more robust and ef-
fective framework for semi-supervised domain adaptation. The final optimization
for the two student networks is described as follows:

07 = 07 — V(L0 (S, L) + L37.(S,U), 05 05 —nV(L50(L,U)) - (5)

where 7 indicates the learning rate. Then 6% and 6% are updated by exponen-
tially moving average (EMA) of 65 and 65. We use average prediction from two
networks during the evaluation process. The overall training procedure is sum-
marized in Algorithm [1| (Appendix).

3 Experiment

3.1 Dataset

Cardiac substructure segmentation. 1) Multi-Modality Whole Heart Segmenta-
tion Challenge 2017 dataset (MM-WHS) [34] comprised a cardiac segmentation
dataset from two modalities: MRI and CT. Each modality included 20 volumes,
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Table 2. Quantitative comparison between our method and the other SOTA
methods on the MS-CMRSeg dataset.

bSSFP CMR — LGE CMR
Dice? ASSDJ|

Category Method o5 Rve VO Ave  [MYO RVC IVC  Avg.
No DA Source-only 19.5 50.0 54.5 41.3+£25.0| 10.5 5.0 4.1 6.5£9.5
SIFA [6] 51.4 65.0 64.6 60.4+32.7| 2.9 3.6 0.9 25+3.1
UDA ADR [22] 42.0 67.7 56.0 55.2+22.8| 2.6 2.1 4.5 3.1£1.8
MPSCL [20] 61.3 80.2 71.3 70.94+21.5| 1.9 1.2 1.1 1.440.6
DLD [24] 55.6 784 70.7 68.2+17.9| 1.9 1.9 1.8 1.940.9
SSDA ACT [19] 57.1 825 71.7 70.5+11.6| 2.8 2.2 1.8 2.3£1.0
SLA [8] 61.1 83.1 75.0 73.0£10.4| 2.0 2.0 1.6 1.840.8
5%Label GFDA [2] 57.9 74.2 62.3 64.8419.8| 2.6 2.3 5.6 3.5+3.7
CMMTA 63.6 84.1 79.8 75.94+7.2| 1.5 1.3 1.3 1.440.6
DLD [24] 61.4 83.3 76.1 73.6t11.9| 1.6 1.5 1.5 1.540.6
SSDA ACT [19] 64.4 84.1 76.6 75.1+7.5 1.8 1.6 1.6 1.6%+0.5
SLA [§] 66.5 86.0 79.3 77.318.8 1.4 1.4 1.3 1.34+0.6
10%Label GFDA [2] 65.4 84.1 68.7 72.7£3.7 1.8 1.5 2.9 2.140.8
CMMTA 69.4 85.6 82.9 79.4+t6.4| 1.4 1.4 1.1 1.3£0.5
Supervised | Source+Target | 82.3 92.1 86.3 86.9+5.7 | 0.8 0.7 0.8 0.840.4

each sourced from different sites, with no direct pairing between the modalities.
For our study, we focused on four cardiac structures: ascending aorta (AA), left
atrium blood cavity (LAC), left ventricle blood cavity (LVC), and myocardium
of the left ventricle (MYO). Following [6], we constructed the training dataset
from 16 CT scans as the source data and 16 MRI scans as the target data. The
test dataset consisted of 4 MRI scans. 2) The Multi-Sequence Cardiac MR Seg-
mentation (MS-CMRSeg) [33] included three CMR sequences (LGE, bSSFP, and
T2) aiming to segment the RV, LV, and MYO. Our study used bSSFP images
as source data and LGE images as target data. The dataset comprised 45 paired
bSSFP and LGE CMR subjects with annotations. In our experiment, we used
40 subjects for training and 5 subjects for testing. In the SSDA setting, 5% and
10% of labels from the target domain were utilized for both datasets.
Implementation Detail: Our model utilized the DeepLab-V2 [7] architecture
as the backbone, pre-trained on source data. Training was executed using Py-
torch 1.6.0 with Python 3.8.8 on an NVIDIA V100 16G GPU for 5x 10* iterations
with a batch size of 4. For the MM-WHS dataset, we employed an SGD optimizer,
setting the learning rate, momentum, and weight decay to 2.5¢~%4,9e~!, le 4,
respectively. Conversely, for the MS-CMRSeg dataset, training was conducted
using an Adam optimizer with a learning rate of le=*. To assess the model’s
performance, we employed the Dice coefficient and Average Symmetric Surface
Distance (ASSD) as pivotal metrics.

3.2 Results

Comparison with State-of-the-art Methods. We compared our proposed
approach against SOTA methods with UDA, including SIFA[6], ADR[22], MPSCL[20],
and SOTA SSDA approaches such as DLD[24], ACT[19], SLA[g], and GFDAJ2].
Comparisons also included a source-only model (without adaptation) and a fully
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Table 3. Quantitative results of ablation study for the influence of different compo-
nents on the MM-WHS dataset with 10% labeled target data.

Cardiac MRI — Cardiac CT

Experiment | £, L,75 Class-aware CKD A TAC E\I;ST MYO Avg,
#1 v 78.4 808 91.1 72.6 80.7
#2 v 75.3 80.7 89.0 731 795
#3 v v 794 80.8 91.1 75.0 816
#4 v v v 80.4 82.8 904 756 82.3
#5 v v v 80.1 83.6 914 739 823
#6 v v v v 80.8 83.7 91.6 76.1 83.1

supervised training scenario. Table [I] shows the result of the MM-WHS dataset
and Table 2] shows the result of the MS-CMRSeg dataset. Our principal findings
were summarized as follows: (1) MM-WHS: Table [1| demonstrates that while
UDA methods surpass the Baseline (source-only) performance, they fall short of
reaching the benchmarks set by the supervised training due to the domain gap
and insufficient target domain supervision. In the SSDA paradigm, our CMMTA
yielded better performance over existing SSDA approaches on all settings, par-
ticularly on the tail class AA. Fig. (Appendix) further indicated the superior
performance of the proposed method against all other competitors with more
complete boundary regions preserved. (2) MS-CMRSeg: As Tabel 2 shown,
our CMMTA achieved the best segmentation performance in terms of Dice and
ASSD, consistently outperforming the previous SSDA methods across two la-
beled settings. Fig. (Appendix) revealed our model’s capability to precisely
segment cardiac structure boundaries, even in the most challenging areas such
as the RV and MYO.

Ablation Study. We performed ablation study to verify the effectiveness of
each component of the proposed method on the MM-WHS dataset with a 10%
label ratio of the target domain. In Table 3, £°7 and £, indicated that we
only selected the one-way from mutual mixup. Mutual Mixup Impact: ex-
periment #3 underscored the pivotal importance of our mutual mixup strategy.
These two mutual mixup processes served complementary roles, achieving im-
provements of +0.9 and +2.1 in the Dice, respectively. This synergy significantly
enhanced the diversification of data distribution. Class-aware Strategy: From
Experiment #4, incorporating the class-aware strategy will lead to improved per-
formance on the tail class(AA) as well as head classes(LAC and MYO). CKD
Enhancement: The comparison between experiments #3 and #5 demonstrated
that incorporating the CKD component notably enhanced model performance.
In addition, we verified the effectiveness of our class-aware mutual mixup, par-
ticularly with the CutMix strategy shown in Table (Appendix). Besides, in
Table (Appendix), we provided a detailed comparison of CKD against single
pseudo supervision, which used pseudo target label from model 6% and 65.
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4 Conclusion

In this paper, we propose class-aware mutual mixup with triple alignments for
semi-supervised cross-domain segmentation. Motivated by the goals of achiev-
ing consistent domain alignment and addressing class imbalance, we develop a
novel class-aware mutual mixup strategy and comprehensively incorporated it
across three distinct pathways. Further enhancement of our model’s capabilities
is achieved through the introduction of cross knowledge distillation. Extensive
experiments and comprehensive ablations indicate that our model has consis-
tently achieved superior performance than the prior semi-supervised domain
adaptation approaches across different target label ratios. Future extension work
will combine our method with more effective segmentation backbones and verify
within other organs/modalities.
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