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Abstract. We present a method for classifying the expertise of a pathol-
ogist based on how they allocated their attention during a cancer read-
ing. We engage this decoding task by developing a novel method for
predicting the attention of pathologists as they read Whole-Slide Im-
ages (WSIs) of prostate tissue and make cancer grade classifications.
Our ground truth measure of a pathologists’ attention is the x, y and z
(magnification) movement of their viewport as they navigated through
WSIs during readings, and to date we have the attention behavior of 43
pathologists reading 123 WSIs. These data revealed that specialists have
higher agreement in both their attention and cancer grades compared to
general pathologists and residents, suggesting that sufficient information
may exist in their attention behavior to classify their expertise level. To
attempt this, we trained a transformer-based model to predict the visual
attention heatmaps of resident, general, and specialist (Genitourinary)
pathologists during Gleason grading. Based solely on a pathologist’s at-
tention during a reading, our model was able to predict their level of
expertise with 75.3%, 56.1%, and 77.2% accuracy, respectively, better
than chance and baseline models. Our model therefore enables a pathol-
ogist’s expertise level to be easily and objectively evaluated, important
for pathology training and competency assessment. Tools developed from
our model could be used to help pathology trainees learn how to read
WSIs like an expert.
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1 Introduction

A pathologist reading a whole-slide image (WSI) for cancer diagnosis is a com-
plex and specialized cognitive task requiring years of training. Radiology has
long appreciated the role played by attention during cancer readings [10, 15,17,
18], and a similar appreciation has been growing in digital pathology [3,4,7,8,
14]. Being able to predict the visual attention of pathologists as they read WSIs
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Fig. 1: Attention heatmaps computed for GU specialists (top-right) and gen-
eral and resident pathologists (bottom). More detailed heatmaps are also shown
for different levels of magnification and viewing durations. Upper-left: grade-
level segmentation of a WSI by a GU specialist. The attention heatmaps of GU
specialists correlate higher with the tumor annotations compared to the non-
specialists, and the GU specialists have the highest grading accuracy.

will be crucial for next generation computer-assisted clinical decision support
systems, but here our focus is on pathology training with respect to attention
and determining whether a trainee is allocating their attention like a specialist.
Also, several studies [9,1, 12] have shown significant variability in histopathol-
ogy diagnosis, indicating challenges in the consistent interpretation of WSIs and
highlighting the need for strategies to improve diagnostic accuracy and agree-
ment among pathologists. The studies most closely related to our goal is recent
work attempting to predict the cursor-based movements of a pathologist’s view-
port as a measure of attention during a pathology reading [7, 8]. In [8], they did
this for prostate using a fine-tuned ResNet34, and in [7] a model based on a
swin-tranformer was used to predict attention during multi-stage GI-NETs ex-
amination, although the former study is most relevant to ours because they also
predicted differences in attention heatmaps between genitourinary (GU) spe-
cialists and general pathologists during prostate cancer grading. However, their
study was limited to only five WSIs viewed by 13 pathologists. More broadly,
data scarcity, both in terms of the number of pathologists and WSIs, is a prob-
lem preventing the discovery of patterns in a pathologist’s attention behavior
and is severely limiting the training of models to make more accurate attention
predictions. More data are needed to gain deeper insights into how pathologists
of different expertise allocate their attention during readings, and to develop the
predictive tools that can help pathology trainees attend like specialists.
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We help remedy this data scarcity problem by collecting the largest known
dataset of pathologist attention to date: 43 pathologists reading 123 WSIs of
prostate cancer, yielding a total of 1016 attention trajectories. With this larger
dataset, we can begin to study the relationship between a pathologist’s atten-
tion and their cancer grading and how the attention of a specialist differs from
that of a pathology trainee. To highlight the richness of our dataset, in Fig. 1
we visualize attention heatmaps computed for pathologists having three levels
of expertise in the pathology task: GU specialists, general pathologists, and res-
idents. The top row for each shows the WSI with overlaid attention trajectory
and an average attention heatmap, and the middle and bottom rows show more
specific heatmaps for five magnification levels and for four quartiles of reading
time. Qualitative differences in attention between pathologists having different
levels of expertise appear almost everywhere you look. Residents and general
pathologists clearly allocated their attention to different regions in the WSI and
at different magnifications, compared to the GU specialists, factors possibly af-
fecting grading accuracy. Also shown is a grade-level tumor segmentation of the
WSI by another GU specialist, where we found a higher correlation between
specialist attention and this ground truth (cross correlation scores of specialists,
general, and resident pathologists are 0.452, 0.418, and 0.413 respectively).

Motivated by the above analysis, we introduce two models to solve two dif-
ferent pathology tasks: (a) predicting pathologist attention (ProstAttFormer),
and (b) predicting expertise (ExpertiseNet), both essential technical compo-
nents towards developing our Al-assisted pathologist training pipeline. Prost At-
tFormer is a transformer-based model designed to predict pathologists’ visual
attention through attention heatmaps across various magnification levels. Prior
approaches |7, 8] rely on patch-wise training at a single magnification (10x). Our
ProstAttFormer improves attention prediction performance (at different mag-
nifications) by more effectively leveraging inter-patch feature correspondences
via multi-headed self-attention mechanism in transformers. ExpertiseNet is a
model that can predict pathologist expertise based on their attention behavior as
they grade WSIs. The model leverages cumulative temporal attention heatmaps
and magnification-wise attention heatmaps for classifying a pathologist as resi-
dent /general /specialist pathologist. These models will make possible an objec-
tive evaluation of a pathologists’ acquisition of benchmark levels of expertise
during their training. While our current dataset already allows us to improve
pathologist attention prediction and shows that the way pathologists allocate
their attention spatio-temporally form strong signals for predicting their exper-
tise, gathering additional data will enable us to build a comprehensive training
pipeline for pathologists that will leverage our Prost AttFormer and ExpertiseNet
models to guide trainees on where and how long to focus their attention. This
will accelerate their learning process and expertise development.

In summary, our main contributions are: (1) the largest known pathologist
attention dataset (123 WSIs across 43 pathologists), (2) a transformer-based at-
tention prediction model that outperforms existing models, and (3) a pathologist
expertise prediction model based on their attention.
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2 Dataset of Pathologist Attention and Cancer Grades

2.1 Dataset creation

Similar to [8], we used the QulP caMicroscope, a web-based toolset for digital
pathology data management and visualization [13] for recording the attention
data of pathologists as they viewed WSIs of prostate cancer tissues (TCGA-
PRAD dataset) for tumor grading. We collected attention data from 43 patholo-
gists spanning resident (18), general (15), and GU specialist (10) levels of exper-
tise from 11 separate institutions. After reading the instruction/consent screens,
a pathologist (remotely located) was shown a WSI fit into their viewport (no
magnification). They were free to navigate through the WSI in x,y,z as they
conducted their reading and the GUI recorded their 1050 x 1680 viewport im-
age at each mouse-cursor sample (20 Hz). Upon concluding their reading, the
pathologist entered the tumor grade (primary and secondary) and a level of con-
fidence in each decision into our interface. This basic procedure iterated for all
the readings in the experiment.

The 123 WSIs we used for our study were selected by a team general pathol-
ogist from among 342 WSIs in the TCGA-PRAD dataset [19]. In total, the
data collection resulted in 1016 attention scanpaths with 329, 158 and 529 scan-
paths from residents, general, and specialist pathologists respectively. The aver-
age viewing time per slide per pathologist was 95 seconds. Additionally, a GU
specialist pathologist annotated the Gleason grades on a set of 22 WSIs. We
computed from these attention data an attention heatmap that captures the
aggregate spatial distribution of the pathologist’s attention, similar to [7, 8].

2.2 Relationship between pathologist attention and cancer grading

Multiple factors contribute to variability in cancer diagnoses [2,4], with vari-
ability in a pathologist’s attention recently added to this list [7,8]. We extend
this work by characterizing in our dataset the relationship between variability
in attention during cancer readings and variability in cancer classifications. We
estimate agreement in tumor grading by computing an average pairwise concor-
dance score as:

o T )2 . )2
Concii_ =1 V/(PG; — PG;)? + (SG; — SGj) | Q)
V(PGi = PG))2,.. + (SGi — 5G)2,,,

where, Concgrade is the normalized score concordance between the primary
and secondary Gleason scores of a pair of pathologists ¢ and j. Concordance
scores closer to 1 indicate better agreement. We estimate agreement in attention
by computing an attention heatmap for each pathologist viewing a given WSI
and then obtaining the average pair-wise cross-correlation between the different
heatmaps. We hypothesize finding that variability in a non-specialists attention
will lead to variability in their cancer classifications more so than specialists, who
as a group will tend to agree more both on how a cancer should be graded and
where they should look for it in a WSI. The pattern shown in Fig. 2 confirms our
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Fig. 2: Grade concordance vs. attention heatmap correlation across three groups
of pathologists based on their expertise level. Each point represents a WSI. Red
points indicate WSIs where more pathologists assigned a primary grade PG = 3
than PG >= 4, blue points indicate the opposite. The green point (right panel)
indicates an equal number of pathologists making the different classifications.

hypothesis. Plotted is the degree of concordance in cancer classification (y-axes)
against the degree of variability in attention (x-axes) for pathologists at differ-
ent expertise levels. Each data point represents a WSI examined by at least two
pathologists of the same expertise level. The average concordance scores were
0.32, 0.43, and 0.48 for residents (N=18), general pathologists (N=15), and GU
specialists (N=10), respectively. Regression lines fit to these data show positive
correlations, which highlights a positive correlation between attention variability
during WSI examination and variability in tumor grading concordance.
Equally clear is that the strength of these correlations depends on the level
of expertise. Correlations were strong and significant for residents (r = 0.88,p <
0.01) and general pathologists (0.73,p < 0.01) but weaker and not significantly
different from 0 for specialists (0.15,p = 0.09). We interpret this expertise dif-
ference to mean that specialists tend to agree on where they should attend in a
WSI and this agreed upon focus leads to greater agreement in classifications, but
some resident and general pathologists (the clusters near 0.2 correlation) are still
learning where to attend and consequently missing or misclassifying cancers.

3 Methodology

3.1 Predicting attention heatmaps

Fig. 3 shows the pipeline for our attention heatmap prediction model, ProstAt-
tFormer. We first split an input WSI into a sequence of N patches. Next, we
extract patch-wise feature embeddings using an off-the-shelf feature extractor. To
capture positional information, learnable position embeddings are added to the
sequence of patches to get the resulting input sequence of tokens. A transformer
[16] encoder composed of several layers is applied to the sequence of tokens to
generate a sequence of contextualized encodings. The sequence of patch encod-
ings is decoded to a heatmap using the decoder (a D x 1 convolutional layer, D
= embedding size) that learns to map the patch-level encodings to patch-level
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Fig. 3: ProstAttFormer, our attention prediction model that predicts pathologists
attention on a WSI at different magnification levels.
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Fig. 4: ExpertiseNet, our attention based pathologist expertise prediction model.

attention scores. The final predicted heatmaps are obtained after map normal-
ization. We used loss L = 1 — CC(Mpyq, Mgr) for training, where, CC = cross
correlation between the predicted map Mp,q and the ground truth map Mar.

3.2 Attention guided pathologist expertise prediction

We introduce ExpertiseNet (Fig. 4), a convolutional network that learns to clas-
sify the pathologist expertise based on how they have allocated attention across
time and across different magnification levels. Specifically, this model accepts:
(1) frozen VIiT feature descriptors from a self-supervised learning model, (2)
four cumulative temporal attention heatmaps computed for four fractions of the
reading duration (1/4th, 1/2th, 3/4th, and entire viewing time), and (3) four at-
tention heatmaps computed for 2x, 4x, 10x and 20x magnifications. This network
is trained via the weighted Cross-entropy (CE) loss.
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Fig.5: Comparison of attention heatmap predictions from three baselines and
our ProstAttFormer, which outperformed the others across all magnifications.

Implementation details: We used the ViT-S model (embedding size D = 384)
trained using DINO for extracting the WSI patch features (frozen while train-
ing). For heatmap prediction, we input grids of variable sizes to our network for
different magnifications - 10 x 10 for 2x, 20 x 20 for 4x, 50 x 50 for 10x and 60 x 60
for 20x. Our transformer encoder contains n; = 12 layers with n; = 8 attention
heads. For ExpertiseNet, we used a grid size corresponding to 20x magnification.
The WSI encoder consists of a conv(D,16,1) layer (D = embedding size). The
magnification and temporal attention map encoders consist of a conv(4,16,1)
layer each. The decoder consists of a AvgPool2d (k=3, stride=2) layer followed
by a conv(48,1,1) layer and an fc(256, 3) layer for final class prediction.

4 Results

4.1 Qualitative Evaluation

In Fig. 5, we qualitatively compared the attention heatmaps predicted by our
model (with DINO [6] and DINO-v2 [11] features as input) with three baseline
models: (1) frozen Resnet50 encoded features + linear probing using a 2048 x
1 convolutional layer as decoder, (2) frozen DINO encoded features + linear
probing using a 384 x 1 convolutional layer as decoder, (3) ProstAttNet [8] on a
test WSI instance from our dataset. Our ProstAttFormer produces more accurate
attention heatmap predictions compared to the baselines at all magnifications.

4.2 Quantitative Evaluation

We quantitatively evaluate model performance using three metrics [5]: Cross Cor-
relation (CC), Normalized Scanpath Saliency (NSS), and KL-Divergence (KLD).
In Tab. 1, we compare the 5-fold cross validation performance of the different
baseline models with our models on 25 test H&E WSIs at different magnifica-
tion levels. Our models trained using the DINO and DINO-v2 feature descriptors
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outperform the baseline models by a significant margin by all metrics. In Tab. 2,
we compare the attention prediction performance between our ProstAttFormer
model trained on specialist data and our model trained on non-specialist (res-
idents and general pathologists) data. We test these models on 17 H&E WSIs
(with tumor annotations from a GU specialist) at different magnifications. We
find that our model trained on specialists’ data performs better than our model
trained on non-specialist data on the 4x, 10x and 20x magnifications (the most
commonly used for Gleason grading). These results suggest that non-specialist
pathologists might benefit from training on the attention behavior of specialists.

Table 1: Comparison of 5-fold cross-validation performance between baseline
models and our models on 25 test H&E WSIs at different magnifications. We
evaluated ProstAttNet [8] and PathAttFormer [7] only at 10x following their
original implementations.

Model CCattn NSSattn KLD attn
Model CCatin NSSattn KLD attn Frozen ResNet50-+Dec.|0.682 + 0.018 [1.510 + 0.242 |0.820 + 0.249
Frozen ResNet50-+Dec.[0.498 £ 0.214 {0.748 & 0.307 |0.383 % 0.023 Frozen DINO+ Dec. 0.659 & 0.027 |1.436 + 0.236 |0.860 £ 0.253
Frozen DINO+Dec. 0.486 £ 0.192 |0.705 £ 0.275 |0.397 & 0.026 ProstAttNet [8] 0.262 £ 0.017 |0.883 £ 0.138 |2.666 + 0.562
Ours (w/ DINO) 0.560 4 0.199(0.836 + 0.290|0.362 £ 0.070 PathAttFormer [7] 0.294 4 0.014 |0.924 £ 0.145 |2.513 4 0.520
Ours (w/DINO-v2) 0.551 £ 0.149 |0.829 + 0.202 |0.348 + 0.022 Ours (w/ DINO) 0.739 £+ 0.029(1.711 £ 0.3600.473 & 0.068
Ours (w/DINO-v2) 0.738 & 0.029 |1.710 + 0.362 |0.473 £ 0.055
a) 2x
(&) (c) 10x
Model CCattn INSSasen KLD attn
Frozen ResNet50+Dec.|0.636 & 0.067 |1.106 £ 0.190|0.512 £ 0.151 Model CCattn NSSattn KLD attn
Frozen DINO+Dec. 0.595 + 0.067 |1.014 £ 0.207(0.539 £ 0.141 Frozen ResNet50+Dec.|0.372 £ 0.042 [1.910 & 0.277 |2.361 £ 0.503
Ours (w/ DINO) 0.668 + 0.079(1.175 + 0.268|0.402 £ 0.071 Frozen DINO+Dec. 0.365 & 0.062 |1.892 £ 0.271 |2.369 + 0.511
Ours (w/DINO-v2) 0.666 + 0.074 |1.181+0.264)|0.397 + 0.062 Ours (w/ DINO) 0.417 £ 0.065 |2.266 + 0.368|1.741 £ 0.349
Ours (w/DINO-v2) 0.419 + 0.062|2.264 + 0.377 [1.731 £ 0.341
(b) 4x
(d) 20x

Table 2: Comparison of our attention prediction model ProstAttFormer trained
on specialist vs. non-specialist (general pathologists and residents) data, based
on attention-tumor overlap on 17 test H&E WSIs at different magnifications.

2x 4x 10x 20x
Model CCseg|NSSseq|KLDseg|CCseg|NSSseq|KLDseg|CCseq|NSSgeg|KLDseg|CCseq|NSSseq|KLDseq
Ours (Specialist) 0.285|1.032 | 2.487 |0.406| 1.263 | 2.186 |0.582| 1.851 | 1.584 |0.592| 2.619 | 1.382
Ours (Non-Specialist)|0.314| 1.027 | 2.418 | 0.386 | 1.253 | 2.250 | 0.561 | 1.814 | 1.690 |0.566 | 2.310 | 1.563

Table 3: Pathologist expertise classification (3-way, resident/general/specialist
pathologists) using temporal heatmaps, magnification-specific heatmaps, and
their combination with 5-fold cross-validation on our dataset. Combining both
heatmap types yields the best results.

Model Accuracy Fl-score AUC score
Random 0.333 £ 0.000 |0.333 4 0.000 {0.5000 % 0.000
ExpertiseNet (w/ Temporal heatmaps) 0.676+0.035 [0.630 = 0.032 |0.796 £ 0.007
ExpertiseNet (w/ Magnification heatmaps) 0.731 £+ 0.021 [0.680 £ 0.015 [0.837 £ 0.020
ExpertiseNet (w/ Temporal + Magnification heatmaps)|0.732+0.017|0.696+0.010|0.845+0.005

In Tab. 3 we ablate from the input to our model of pathologist exper-
tise prediction, ExpertiseNet, either the temporal attention heatmaps or the
magnification-specific heatmaps and report the effect on 5-fold cross validation
classification performance (3-way, resident/general/specialist pathologist) com-
pared to the original model that combined the two types of heatmaps. We re-
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port the classification accuracy, Fl-score and the AUC score of classification,
with higher values for all metrics indicating better performance. ExpertiseNet
performs best when a combination of both cumulative temporal heatmaps and
magnification heatmaps are input to the model.

5 Conclusion

We introduced two models, ExpertiseNet and ProstAttFormer. ExpertiseNet
classifies a pathologist’s expertise based on their allocation of attention during
cancer readings. ProstAttFormer predicts pathologists’ attention as they read
WSIs of prostate tissues and make cancer grade classifications. These models
make it possible to predict the visual attention heatmaps of pathologists per-
forming Gleason grading, enabling an objective evaluation of their expertise. Our
models can therefore assist in pathology training and competency assessment,
offering the potential for trainees to learn how to read WSIs like an expert.
Future work will need to overcome the challenge of inter-observer variability in
attention behavior, which impedes training more predictive pathologist models.
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