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Abstract. Current fundus image analysis models are predominantly
built for specific tasks relying on individual datasets. The learning pro-
cess is usually based on data-driven paradigm without prior knowledge.
To address this issue, we propose MM-Retinal, a multi-modal dataset
that encompasses high-quality image-text pairs collected from profes-
sional fundus diagram books. Moreover, enabled by MM-Retinal, we
present a novel Knowledge-enhanced foundational pretraining model
which incorporates Fundus Image-Text expertise, called KeepFIT. It
is designed with image similarity-guided text revision and mixed train-
ing strategy to infuse expert knowledge. Our proposed fundus founda-
tion model achieves state-of-the-art performance across six unseen down-
stream tasks and holds excellent generalization ability in zero-shot and
few-shot scenarios. MM-Retinal and KeepFIT are available at here.
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1 Introduction

Deep learning has achieved great progress in fundus image analysis. However,
most previous works [4,11,22,26] usually utilize individual datasets to train task-
specific models. This fashion results in three major model weaknesses: 1) poor
generalization ability and robustness across varying scenarios; 2) lack of profes-
sional fundus domain-knowledge guidance in learning phase; 3) a huge demand
for annotated training data. These challenges underscore the need for develop-
ing a general-purpose foundation model which is able to analyze comprehensive
ocular diseases in fundus image area. Moreover, learning such a model with less
training data but more prior knowledge is preferred.

In fundus image field, there are many specific image-only public datasets
for diverse ocular diseases, such as glaucoma [9, 13], diabetic retinopathy [2, 3,
⋆ Corresponding author: Yi Zhou
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25], age-related macular degeneration [6], and pathological myopia [5]. Despite
remarkable progress of foundation models in many fields, such as natural images
[21,28], medical images like chest X-rays [14,18] and MRI [8,12], it lags far behind
in fundus image area. Thus, it is of considerable value to explore foundational
pretraining in this area. RETFound [27] and FLAIR [17] made two preliminary
attempts but suffer from certain limitations. RETFound only relies on large-scale
image data and adopts a masked image modeling manner. FLAIR exploits both
vision and language modalities through contrastive pretraining objective, yet it
simply maps category label names to fixed texts. Both of them lack integrating
fundus expertise with rich and profound image-text descriptions.

To accomplish our intention, a high-quality vision-language fundus dataset
with expert knowledge is required. Such a dataset aims to not only promote
the development of foundational fundus models, but also advance research in in-
corporating knowledge into learning more interpretable models. Additionally, it
should propel research of multimodal fundus image analysis and beyond. There-
fore, we built MM-Retinal, a multi-modal dataset which comprises image-text
paired data of color fundus photography (CFP), fundus fluorescein angiography
(FFA), and optical coherence tomography (OCT). All these data are collected
from fundus diagram books with comprehensive ocular knowledge and accu-
rate image-text descriptions from ophthalmologists. Moreover, we also developed
KeepFIT, a knowledge-enhanced foundation model, enabled by MM-Retinal.
Specifically, image similarity-guided text revision method and mixed training
strategy are proposed to inject knowledge from MM-Retinal during training.

We highlight main contributions: 1) We construct a multi-modal MM-
Retinal with over 4.3K high-quality image-text pairs in CFP, FFA and OCT
modalities. The pairs are accurately matched with long texts, extensive vocab-
ulary and comprehensive ocular disease and abnormalities. 2) A knowledge-
enhanced foundation model, KeepFIT, is proposed including a vision-language
pre-training framework and knowledge integration methods. 3) KeepFIT achieves
SOTA on six representative downstream tasks, especially in zero-shot and few-
shot scenarios, demonstrating robustness, generalizability and transferability.

2 The MM-Retinal Dataset

2.1 Dataset Construction

To construct MM-retinal with high-quality image-text pairs covering CFP, FFA,
and OCT modalities, as shown in Fig. 1(a), our designed semi-automatic dataset
construction pipeline contains four steps.1) Collect image-text pairs from dia-
gram books on ocular diseases, which uses Adobe and OCR techniques for raw
image and text extraction. 2) Align image-text pairs, and use regular expres-
sion matching for sub-figure caption separation. 3) Categorize images into CFP,
FFA, and OCT by K-means and color histogram analysis, and exclude unusual
modalities with scarce samples. 4) Manually correct OCR errors and irrelevant
texts as well as translate texts to offer bilingual (English and Chinese) versions.
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Images
FIGURE 2-12. Cystoid macular edema. A, The normal 
foveal reflex is lost and there are cystoid changes 
inthe central macula. B. Early arteriovenous transit 
phase fluorescein angiogram showing leakage of dye 
in theperifoveal area.

FIGURE, 4-17. 0cular ischemic syndrome. Late-phase 
fuorescein angiogram demonstrating retinal 
vascularstaining in an ocular ischemic syndrome eye.

FIGURE 2-20. Central serous retinopathy, serous 
macular detachment, Serous retinal detachment in 
themacua

…

Texts

Step 1 Image-Text Pair Collection Step 2 Image-Text Alignment Step 4 Text Cleaning and Bilingual 
Translation

ZH：视网膜中央缺血性闭塞。视网膜出
血，视网膜静脉曲折，弥漫性黄斑水肿，
视网膜小动脉明显狭窄。

EN：Ischemic central retinal 
occlusion.Retinal hemorrhage, retinal 
venous tortuosity, diffuse macular edema, 
and markedly narrowed retinal arterioles 
are present.

ZH：中心性严重视网膜病变“烟囱”渗漏。
荧光血管造影显示扩张的斑点和烟囱状
渗漏的多发渗漏斑点。

EN：Central serious retinopathy 
"smokestack" leakage. Fluorescein 
angiogram showing multiple leakage spots 
of both the expanding dot and smokestack 
type of leakage.

Cystoid macular … The normal 
foveal reflex is lost and …

Cystoid macular… Early 
arteriovenous transit …

regular 
expression

FIGURE 2-12. Cystoid 
macular edema. A, The 
normal foveal reflex is 

lost and there are 
cystoid changes inthe

central macula. B. 
Early arteriovenous 

transit phase 
fluorescein angiogram 

showing leakage of 
dye in the perifoveal 

area.

K-means

Distance between Histograms

Step 3 Modality Classification

OCT FFA CFP

ZH：左眼急性区域性隐匿性外层视网膜
病变OCT图。外界膜、IS/OS层Verhoeff
membrane层均消失或不连续。

EN：OCT image of acute regional occult 
outer retinopathy in the left eye. With loss 
or discontinuity of the outer outer layer, 
IS/OS layer Verhoeff membrane layer.

(a) Pipeline of MM-Retinal Dataset Construction Procedure

(b) Frequently Used Words                        (c) Distribution of Text Length                        (d) Dataset Comparison

Fig. 1: Construction workflow and statistical overview of MM-Retinal.

A six-person team took four weeks to get MM-Retinal completed. For further
details, please refer to the supplementary material.

2.2 Dataset Statistics

Current version of MM-Retinal dataset includes 2,169 CFP cases, 1,947 FFA
cases and 233 OCT cases. Each case is provided with an image and texts in both
English and Chinese. Due to the small scale of OCT modality, we do not explore
it for now and will extend this part in the future. Detailed statistical analysis
of the CFP and FFA data is provided in the Fig. 1 from aspects of frequently
used words, text length, vocabulary size, and comparison with other datasets.

Frequently Used Words: Since MM-Retinal dataset is built based on com-
prehensive ocular fundus diagram books, it covers a wide range of disease cate-
gories, such as macular, retinal vascular, and optic nerve diseases. In Fig. 1(b),
we only show a small part of the words frequently appeared in CFP and FFA
modalities. More details can be found in the supplementary material.

Text Length: Fig. 1(c) illustrates the text length distribution of our dataset.
About 75% of English texts and 45% of Chinese texts range from 1 to 40 words,
and 19% of English texts and 43% of Chinese texts contain between 41 and 80
words. Since our dataset is sourced from ophthalmologists’ diagram books, it
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features much longer texts compared to FLAIR which simply maps class names
of public datasets into fixed texts.

Vocabulary Size: MM-Retinal dataset contains diverse textual descrip-
tions, such as disease diagnosis, lesion characteristics (e.g. color, shape, appear-
ance), clinical manifestations, and post-treatment efficacy information. Fig. 1(d)
showcases the average vocabulary size and lexical diversity across different modal-
ities and languages, where average vocabulary size represents the total number
of unique words contained in the whole texts within the dataset and lexical
diversity refers to the vocabulary size averaged over each text.

Discussion: Compared to public fundus image datasets, MM-Retinal stands
out from four aspects: 1) Multi-modality: MM-Retinal is the pioneering fundus
dataset that includes high-quality image-text expertise data for CFP, FFA, and
OCT. 2) Data Quality. In contrast to other medical datasets with low-quality
web or academic paper-derived images and captions, MM-Retinal provides high-
quality images with a resolution over 800×800, and accurate and pertinent text
descriptions. The images closely match clinical data with minimal domain shift.
3) Category Variety. MM-Retinal covers a broad range of categories with over
96 abnormalities and diseases. 4) Text Diversity. MM-Retinal encompasses
diverse vocabulary and long texts, containing extensive expert knowledge, and
can be explored to enhance data-driven fundus image analysis models.

3 Knowledge-Enhanced Foundational Pretraining

3.1 Vision-Language Pre-training Framework

As shown in Fig. 2, we propose KeepFIT, a knowledge-enhanced foundational
model pretrained on public and MM-Retinal datasets. We define public datasets
with category-level labels as unimodal datasets and follow FLAIR [17] to fill
labels into a template. We utilize ResNet50 as image encoder Ev and BioClini-
calBert [1] as text encoder Et, followed by projection heads Pv and Pt to match
feature dimensions d. The extracted image features vi and text features tj are:

vi = Pv ◦ Ev(xi) ∈ Rd, tj = Pt ◦ Et(yj) ∈ Rd. (1)

Given that texts detail the associated fundus images, our goal is to maximize
similarity between paired image-text and minimize similarity for unpaired ones in
a multimodal space. For MM-retinal, featuring genuine texts rather than textual
prompts, we follow CLIP [15] to implement the contrastive loss as shown in Eq. 2,
and the matching labels Gm

v2t and Gm
t2v are two | B | × | B | identity matrices:

Lm = E(x,y)∼B[CE(Gm
v2t, Sv2t) + CE(Gm

t2v, St2v)], G
m
v2t, G

m
t2v ∈ I|B|, (2)

where m represents MM-Retinal, B is the batchsize, CE denotes InfoNCE loss,
Sv2t = λ(vitj

⊤) and St2v = λ(v⊤i tj) are the cross-modality similarity, λ is a
learnable scaling factor, v2t and t2v denote image-to-text and text-to-image.

For public datasets that only have prompt texts mapped from category-level
labels, we follow FLAIR to calculate the category co-occurrence relationships
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Fig. 2: KeepFIT: A vision-language pretraining framework using image-guided
text revision and mixed training strategy to infuse expert knowledge.

among samples within a batch and construct a target matrix to encourage the
pairs of the same category closer. Objective function Eq. 2 is converted into:

Lp = E(x,y)∼B[CE(Gp
v2t, Sv2t) + CE(Gp

t2v, St2v)], (3)

Gp
v2t = Gp

t2v =

{
1, if categoryv = categoryt

0, otherwise
(4)

where p represents public datasets that only have category-level labels, the
matching labels Gp

v2t, G
p
t2v are | B | × | B | symmetric matrices.

3.2 Expert Knowledge Integration Methods

As our proposed MM-Retinal features high-quality image-text pairs, long text
description, rich vocabulary, and comprehensive ocular diseases categories, it
encapsulates extensive fundus expert knowledge. Inspired by TipAdapter [23],
we propose a lightweight expert knowledge integration method, called Image
Similarity-Guided Text Revision along with Mixed Training Strategy,
to infuse the expert knowledge from MM-Retinal to public datasets.

Image Similarity-Guided Text Revision: The descriptions within MM-
Retinal are more comprehensive and professional than the simple texts mapped
from class names in public datasets. Despite this, the images from both sources
share a notable similarity. Hence, we start from identifying visual features in the
public datasets that resemble those in MM-Retinal. Visual similarities are used
as guidance to extract relevant prior knowledge from MM-Retinal’s text features
to refine and enhance the textual prompts of the public datasets.

Specifically, given an input image-text pair [xp, yp] from public datasets and
[xm, ym] from MM-Retinal, the extracted features are (vp, tp) and (vm, tm). A
multi-head cross-attention [19] is applied to exploit prior expert knowledge as:

EK = MultiHead(Q,K, V ) = Concat(head1, head2, . . . ,headh)W
O, (5)

headi = ATTN(vpW
Q
i , vmWK

i , tmWV
i ), (6)
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where WQ
i ,WK

i ,WV
i and WO are parameter matrics for projection, vp, vm, tm

refer to image features of public datasets, image features of MM-Retinal and text
features of MM-Retinal, respectively. Then, we establish an expert knowledge
revision loss based on Mean Squared Error (MSE) to refine the text features of
public datasets by incorporating expert knowledge, as formulated in Eq. 7:

LEK = MSELoss(EK, tp). (7)

Mixed Training Strategy: Since the public datasets has relatively homo-
geneous text prompts and almost no expert knowledge, which is vastly different
from the texts of our dataset, we propose a mixed training strategy to avoid
model optimization bias during the training process. To detail, the samples from
public datasets and our dataset are in a 1:1 ratio in each batch.

Overall Training Objective: The overall training objective comprises three
parts, which are public datasets contrastive loss Lp, MM-Retinal contrastive loss
Lm and expert knowledge revision loss LEK :

L = Lp + Lm + αLEK , (8)

where α is to weight for LEK , empirically set as 100 showing best performance.

4 Experiment and Results

4.1 Datasets and Baselines

Pre-training Data: 1) flair [17] (CFP) compiles 37 open-access fundus image
datasets covering 96 categories with up to 284,660 images. These datasets provide
category-level labels for classification. 2) SYNFUNDUS-1M [16] (CFP) is
a synthetic dataset with 1 million images for 14 diseases, created by a diffusion
model trained on 1.3 million private fundus images. 3) FFA-IR [10] (FFA)
provides 10,790 reports along with 1,048,584 images from clinical practice. It
includes a schema of 46 categories of lesion and bilingual reports. 4) MM-
Retinal (CFP+FFA+OCT) contains over 4.3K high-quality image-text pairs
from professional fundus diagram books with over 96 abnormalities and diseases.

Foundation Model Baselines: 1) MoE [20] (MTL) uses a multi-task
approach with mixture-of-experts for fundus, macula, and optic disc images. 2)
RETFound [27] (MIM) is a masked autoencoder with Transformers, trained
for retinal image reconstruction. 3) FLAIR [17] (CLIP) utilizes a CLIP model
and brief textual prompts that mapped from category labels for pre-training, but
the texts are so limited and brief that fail to fully describe the images.

Evaluation Data and Metrics: For CFP, we evaluate on five datasets
across finetuning, few-shot, and zero-shot settings, using classification accuracy
(ACA) [24] for REFUGE, FIVES, ODIR200×3 and TAOP, receiving-operative-
curve(AUC) for REFUGE and AMD, F1-score for AMD. For FFA, we evaluate
on image captioning task using the FFA-IR test split, applying BLUE 1-4, Meter,
Rouge, and Cider metrics for consistency with FFA-IR.
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Table 1: Comparison of generalization ability on Few-Shot and Zero-Shot tasks.
FLAIR and flair denote the model and datasets. syn represents SynFuduns-1M.

Method Data

Few-Shot Zero-Shot

ODIR200×3 REFUGE FIVES ODIR200×3

Avg
ClipAdapter TipAdapter TipAdapter-f

AUC ACA ACA1 5 10 1 5 10 1 5 10

ACA ACA ACA

FLAIR
flair 0.720 0.823 0.863 0.403 0.413 0.422 0.417 0.462 0.535 0.926 0.670 0.403 0.588

flair+syn 0.735 0.827 0.852 0.603 0.622 0.632 0.580 0.647 0.672 0.880 0.617 0.520 0.682

KeepFIT

flair 0.763 0.848 0.847 0.780 0.782 0.795 0.775 0.785 0.803 0.931 0.666 0.768 0.795

flair+syn 0.795 0.858 0.862 0.751 0.777 0.783 0.760 0.795 0.807 0.856 0.696 0.777 0.793

50%flair+MM 0.832 0.873 0.887 0.862 0.870 0.872 0.870 0.883 0.873 0.934 0.654 0.862 0.856

flair+MM 0.848 0.878 0.893 0.823 0.843 0.842 0.820 0.847 0.853 0.941 0.731 0.812 0.844

Implementation Summary: In CFP and FFA, image and text encoders
are initialized from ImageNet-1K and BioClinicalBERT. Attention mechanisms
are trained from scratch, with 512 feature dimensions. Images are adjusted to
512×512 size. All the texts used are in English. Text tokens length is set at 256.
Evaluation uses five-fold cross-validation averaging. We employ AdamW (lr=1e-
4, decay=1e-5) optimizer and cosine scheduler with initial warm-up for the first
epoch. Training is conducted on 4 RTX 3090 GPUs with batches of 24.

4.2 Comparison of Generalization Ability on Zero-Shot and
Few-Shot Tasks

To compare the foundational performance of different models, we conducted
experiments in zero-shot and few-shot scenarios with unseen categories. We
adopted 1, 5, 10 shots and adapter tuning scheme in few-shot, including Cli-
pAdapter [7], TipAdapter [23] that adds a few task-specific parameters.

In Tab 1, KeepFIT trained by MM-Retinal and 50% flair achieves competi-
tive performance across the board. Key insights include: 1) Large datasets may
introduce noise and diminish transfer effectiveness. 2) KeepFIT performs better
when trained by MM-Retinal and flair than by large datasets like synfundus-
1M and fliar, underscoring MM-Retinal’s superior expert knowledge for model
generalization ability and transferability.

4.3 Comparison of Transferability on Unseen Downstream Datasets

To assess KeepFIT’s transferability, we fine-tuned it on six unseen datasets. For
CFP, we added and fine-tuned a fully connected layer to the image encoder and
keep the other parts frozen. We conducted five fine-tuning settings, including
20%, 40%, 60%, and 80% of the data for training, the rest 20% for testing
or followed the official dataset partition. For FFA, due to dataset scarcity, we
utilized image captioning for assessment following FFA-IR [10], using ResNet to
extract images features and Transformer-based decoder for caption generation.
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Table 2: Comparison of transferability on unseen downstream datasets and ab-
lation study. FT refers to finetune.

(a) Comparison of transferability on unseen downstream datasets(CFP)

Type Method Data Data Size

FT(20%-20%) FT(train-val) FT(80%-20%)

AvgREFUGE FIVES ODIR200×3 TAOP AMD

ACA ACA ACA ACA AUC F1

MTL MoE flair 278,348 0.543 0.364 0.609 0.239 0.539 0.405 0.450

MIM RETFound RETFound 904,170 0.809 0.765 0.907 0.697 0.945 0.805 0.821

CLIP

FLAIR
flair 278,348 0.831 0.835 0.875 0.468 0.963 0.960 0.822

flair+syn 1,278,366 0.847 0.842 0.890 0.549 0.952 0.953 0.839

KeepFIT

flair 278,348 0.837 0.838 0.903 0.556 0.951 0.957 0.840

flair+syn 1,278,366 0.832 0.842 0.890 0.579 0.976 0.969 0.848

50%flair+MM 141,343 0.856 0.834 0.913 0.700 0.962 0.962 0.871

flair+MM 280,517 0.861 0.851 0.915 0.684 0.971 0.966 0.875

(b) Comparison of transferability on unseen downstream datasets(FFA)

Model Data Data Size B1 B2 B3 B4 Meter Rouge Cider Avg

CNN + T FFA-IR 1,048,584 0.321 0.211 0.154 0.122 0.198 0.268 0.283 0.222

CNN + T FFA-IR+MM 1,050,531 0.363 0.244 0.171 0.127 0.149 0.302 0.314 0.239

(c) Ablation Study(MHCA denotes multi-head cross attention)

Model

Revision Mixed Fusion FT(20%-20%) FT(train-val) FT(80%-20%)

Avg
MHCA / MHCA

REFUGE FIVES ODIR200×3 TAOP AMD

ACA ACA ACA ACA AUC F1

KeepFIT

✓ 0.803 0.841 0.903 0.640 0.964 0.884 0.839

✓ 0.832 0.851 0.907 0.675 0.965 0.905 0.856

✓ ✓ 0.832 0.852 0.900 0.673 0.963 0.863 0.847

✓ ✓ ✓ 0.822 0.851 0.905 0.694 0.964 0.966 0.867

(Ours)✓ ✓ 0.861 0.851 0.915 0.684 0.971 0.966 0.875

As shown in Tab 2(a), KeepFIT trained on MM-Retinal and flair achieves
SOTA in almost all the unseen downstream datasets. Similarly in Tab 2(b), the
performance of FFA modality is improved when trained on both MM-Retinal
and FFA-IR. More results are provided in the supplementary material.

4.4 Ablation Study

We ablated KeepFIT on all flair and MM-Retinal from three aspects. 1) Image
similarity-guided text revision: assess the necessity of revising the text features of
public datasets by the guidance of image similarity. 2) Mixed training strategy:
test the necessity of including data from two sources in one batch. 3) Text fusion
module: we substituted text revision with a text fusion module. It integrates
knowledge extracted from MM-Retinal by multi-head cross attention into public
dataset text features via residual connections.
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Table 2(c) shows that image similarity-guided text revision and mixed train-
ing strategy are essential for the performance improvement. However, the text
fusion module makes minimal contribution, suggesting that text revision is more
effective at injecting knowledge than text fusion.

5 Conclusion

In this work, we built a multi-modal MM-Retinal dataset, with high-quality
fundus image-text expertise. We also proposed KeepFIT, a vision-language pre-
training framework enhancing expert knowledge infusion. Experimental results
highlight its transferability to unseen datasets and generalization ability on few-
shot and zero-shot scenarios. We expect this work will open up unexplored topics
in fundus research, such as building multimodal knowledge graphs of fundus im-
ages, and high-quality text-to-image generation.
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