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Abstract. Semi-supervised learning (SSL) is an effective way to uti-
lize unlabeled data due to the high annotation cost. Unfortunately, the
collected unlabeled data will inevitably contain outliers not belonging
to the labeled classes in many clinical practices, which is named open-
set Semi-supervised learning (OSSL). Although existing methods have
achieved decent performance on natural images, they ignore the fine-
grained characteristics of medical images, and thus they are not suit-
able for medical image. In this paper, we propose a framework for the
challenging Open-set Semi-Supervised Classification for medical image,
named OpenSSC and it consists of three components. First, the learn-
able prototypes is proposed to learn the compact representation of the
fine-grained seen classes. Then, we propose a multi-binary discrimina-
tor that integrate the closed-set output to distinguish seen and unseen
classes. Based on the two components, a joint outlier filter is proposed
to classify seen classes and identify unseen classes from unlabeled data.
Our proposed method can handle well both the seen and unseen classes.
We conduct extensive experiments to demonstrate the superiority of our
method, and it outperforms other state-of-the-art OSSL methods on two
medical image classification tasks.

Keywords: Semi-supervised learning · Open-set medical image classifi-
cation

1 Introduction

Medical image classification has been evolving with the development of con-
volutional neural networks (CNN) [20, 5, 18]. The great success of these efforts
has relied on sufficient labeled datasets, which is expensive in medical domain.
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Clinically, there is a large amount of unlabeled data that can be exploited and
semi-supervised learning (SSL) is a popular technique to utilize these unlabeled
data [15, 16, 12]. SSL methods assume that the class space of labeled and unla-
beled data is consistent. However, it is difficult to collect such a clean dataset
in practice due to the high cost of manual screening. Therefore, it is inevitable
that some samples that do not belong to the target classes in the unlabeled data.
This setting is called open-set semi-supervised learning (OSSL) [17], which may
cause problems of domain shift and class imbalance.

Although SSL is an effective learning approach that is able to utilize un-
labeled data, its performances degrade when it faces unseen class data [11].
Therefore, traditional SSL methods [19, 21, 16] are limited in this real-world ap-
plication scenarios. An intuitive solution is to detect unseen class samples (out-
liers) and filter out them [14, 17, 2] to reduce the harmful effect of outliers on
SSL. However, these methods depend on the accuracy of outlier detection and
they may classify some seen-class samples (inliers) as outliers and vice versa,
especially for the confusing fine-grained medical image classification task. These
methods discard outliers directly, and thus it is difficult to model the features
of outliers. Therefore, it will cause low utilization of unlabeled data and has a
negative impact on the ability to identify outliers. Thus, some works have been
proposed [9, 6, 4, 7] to improve the outliers detection accuracy and utilize unseen
unlabeled data effectively. They find that inliers classification performance can
be largely improved by considering both high-confidence pseudo-labeled inliers
and outliers from unlabeled data. However, they ignore the tiny visual differ-
ences among classes in fine-grained medical image classification task, and thus
it is easy to confuse inliers and outliers in fine-grained medical OSSL scenarios,
resulting in the degradation of performance [14].

In this work, we aim to train a discriminative feature extractor that facili-
tates the identification of fine-grained inliers and outliers. Addressing the afore-
mentioned challenging problem involves the effective utilization of both inliers
and outliers. Therefore, we propose an open-set semi-supervised classification
(OpenSSC) framework for fine-grained medical images, and it contains three
key components. The first components is the lightweight learnable prototypes to
represent fine-grained inliers for each seen class. The learnable prototypes can
be trained on labeled inliers and high-confidence pseudo inliers from unlabeled
data. Then, the multi-binary discriminator is proposed to recognize whether
the image belongs to its ground truth or not. In other words, the multi-binary
discriminator treats the class of the image as inlier and the other classes as out-
lier, and each sub-classifier is only responsible for the current class, while the
other classes are treated as negative classes. Finally, the outlier filter based on
learnable prototypes and multi-binary discriminator is proposed to form a joint
detecter to identify inliers and outliers.

We empirically demonstrate that our proposed method enhances the model’s
robustness across both fine-grained seen and unseen classes. Our main contri-
butions are: (1) We propose a simple and effective learnable prototype with a
few trainable parameters to learn the compact seen-class features, providing a
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Fig. 1. The diagram of the proposed framework. It contains three core components,
one is the learnable prototypes to learn inliers features and the other is the multi-
binary discriminator to recognize inliers and outliers. Based on these two components,
we propose a outlier filter strategy to better utilize the seen-class and unseen-class
unlabeled data.

precise feature representation for each seen class. It alleviates the feature conflict
between inliers and outlier. (2) We introduce a multi-binary discriminator to dif-
ferentiate between inliers and outliers. Subsequently, an outlier filter strategy is
proposed for inliers and outlier detection. Our method can leverage both labeled
and unlabeled data to learn feature representation, enhancing the utilization
ratio of unlabeled data. (3) We conducted extensive experiments and achieve
state-of-the-art (SOTA) results on two medical image classification tasks, which
demonstrates the performance of fine-grained OSSL can be improved by properly
utilizing inliers and outliers.

2 Method

2.1 Preliminaries and Overview.

The setup of the OSSL is defined as follows. For a C-class classification task,
the labeled pairs and unlabeled images are denoted as Dl = {(xi, yi)}Mi=1 and
Du = {xj}Nj=1, where i and j denote the index of labeled and unlabeled data,
respectively. xi and xj are the input images, and yi ∈ {1, ..., C}. For unlabeled
data, there exists a subset Duout ⊂ Du, samples xoutj in Duout does not belong to
any of the C seen classes, and these unlabeled samples are called unseen-class
(outliers) and other samples are called seen-class (inliers). The objective of OSSL
is to accurately classify inliers and effectively detect outliers.

We propose a novel open-set semi-supervised classification (OpenSSC) frame-
work for fine-grained medical images, and it is illustrated in Fig. 1. The mean
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teacher (MT) [15] is employed as the baseline framework, which consists of a
teacher Fφ and a student network Fθ, φ and θ are the parameters. For the
student network, it contains a pre-trained ViT encoder Fe with adapter from
AdaptFormer [1], a closed-set classifier Fh, a multi-binary discriminator Fb,
a non-linear transformation layer Fg and learnable prototypes P . Except for
pre-trained encoder Fe, other parameters are initialized with random weights.
Closed-set classifier is to obtain seen-class classification results, and the multi-
binary discriminator is used to classify whether the image belongs to specific
seen-class or not. Non-linear layer used to transform the high-dimension encoder
features to low-dimension prototype features. Formally, the outputs of teacher
and student models are denoted as:

ŷs, ŷsb , ŷ
s
p = Fθ(x), ŷ

t, ŷtb, ŷ
t
p = Fφ(x) (1)

where x is the input image, s and t denote the student and teacher networks,
ŷ, ŷb and ŷp are the closed-set classification results, multi-binary classification
results and prototypes classification results, respectively. Note that we do not
update the pre-trained ViT encoder and only fine-tune other parameters. The
parameters of teacher network are updated by the exponential moving average
(EMA) as in MT [15].

2.2 Learnable Prototypes.

The encoder simultaneously learn features for both inliers and outliers, leading
to inevitable feature conflicts arising from the shared backbone. Moreover, fine-
grained medical image classification task often share significant similarities in
features. It is crucial to discern distinctive features while preserving common
ones during the learning process. Therefore, we propose the learnable prototypes
to learn fine-grained features of inliers.

As Fig. 1 shows, labeled images are fed into the student model to learn the
fine-grained seen-class prototypes. The output features of encoder are denoted
as fi ∈ R1×D, then, a fully connected layers followed by ReLU activation Fg is
used to transform high dimensional features fi to inliers specific features f ′i ∈
R1×d = Fg(Fe(xi)). Then, it can be interacted with the learnable prototypes
P ∈ RC×d to learn the inlier prototype output: ŷp,i = f ′iP

T , ŷp,i ∈ R1×C .
Learnable prototypes are optimized by cross-entropy loss function:

Lp(yi, ŷp,i) = −
∑

(xi,yi)∈Dl

yi · log(ŷp,i), (2)

After training on the labeled data, seen-class prototypes P can learn the com-
pact feature representations of each fine-grained seen class. It can mitigate the
negative impact of shared backbone on feature learning of inliers and outlier.
Therefore, inliers can produce high confidence scores, while outliers exhibit low
confidence scores.
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2.3 Multi-binary Discriminator.

The features fi generated by the encoder can be used to obtain the seen-class
output scores ŷ through the closed-set classification head Fh. The scores ŷ and
the features fi are concatenated, and then they are transformed through the
multi-layer perceptron (MLP). Finally, inliers and outliers are discriminated by
a multi-binary discriminator Fb as: ŷb = Fb(MLP ([fi, ŷ])), [, ] denotes concate-
nation along the channel dimension, and ŷb ∈ R2×C . The multi-binary discrim-
inator can be viewed as C binary discriminators. The output of each binary-
discriminator is a probability to indicate how likely the image xi is to be yi or
not. Then, the sub-discriminator is trained such that the data from class yi are
treated as inliers, and the data from the other classes are treated as outliers. It
can be seen that binary-discriminator make decisions based on encoder features
and outputs scores of the closed-set classifier, which is more conducive to the
feature learning of closed-set classifier and backbone. Therefore, the model can
more precisely decide whether the current sample belongs to a specific class or
outlier. The loss is defined as:

Lmb(yi, ŷb) = −
∑

(xi,yi)∈Dl

C∑
c=1

yi,c · log(ŷb,c) + (1− yi,c) · log(1− ŷb,c), (3)

2.4 Outlier Filter.

Following training on labeled data, the closed-set classifier, multi-binary dis-
criminator, and learnable prototypes have acquired discriminative features. For
unlabeled data xj , we can obtain closed-set output score ŷ, multi-binary dis-
criminator output score ŷb, prototypes classification results ŷp. First, we apply
softmax to ŷp to get the seen-class probability. Then, we produces an outlier
filter: y′ = ŷp · ŷb, final confidence score can be obtained by score = max(y′).
If score > σ, the unlabeled sample is inliers and the pseudo label of unlabeled
sample is ỹ = argmax(y′), and it is used to train the closed-set classifier and
learnable prototypes. Otherwise, the unlabeled sample is outlier, it can be used
to train the multi-binary classifier to learn better decision boundary between
inliers and outlier. σ is the inliers threshold and it is set to 0.4 (See Table 3).

To train the framework, training loss for labeled data is defined as:

Lsup = −
1

|Dl|
∑

(xi,yi)∈Dl

Lce(yi, ŷsi ) + Lmb(yi, ŷsb,i) + Lp(yi, ŷsp,i), (4)

where Lce is the cross-entropy loss. For unlabeled data, the training loss is defined
as:

Lunsup =
1

|Du|
∑
xj∈Du

−ysj · log(ysj ) + Lce(ỹj , ŷsj ) + Lp(ỹj , ŷsp,j) + Lmse(ŷsp,j , ŷtp,j)

(5)
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the first term is minimizing entropy, Lmse is the mean square error loss. The
final training loss is L = Lsup + λLunsup, λ is a time-dependent function, and it
can be defined as λ(i) = λmax · e−5(1−

i
imax

)2 , i is the current training step, imax
is the maximum training steps, and λmax is empirically set to 1.0.

3 Experiments

3.1 Dataset and Evaluation Metrics.

Datasets. ISIC 2018 skin dataset [3] contains 10015, 194, 1512 dermoscopic
images in training, validation and test sets for seven-class skin disease classifica-
tion, including melanoma (MEL), basal cell carcinoma (BCC), actinic keratosis
/ bowen’s disease intraepithelial carcinoma (AKIEC), benign keratosis (BKL),
dermatofibroma (DF), vascular lesion (VASC), melanocytic nevus (NV). The
first five classes are considered inliers, and the remaining classes are outliers.
DDR dataset [8] includes 13,673 fundus images for diabetic retinopathy (DR)
grading, including 6,835 training images, 2,733 validation images and 4,105 test
images. These images are graded into six classes: no DR, mild DR, moderate DR,
severe DR, proliferative DR and ungradable. The first five classes are considered
inliers, and the last class is outliers. Note that seen and unseen classes can be
determined according to the target task.
Evaluation Metrics. The classification performance is evaluated on both seen
and unseen classes. We regard all unseen classes as a new class, accuracy (Acc)
and average recall scores [9] are used as evaluation metrics.

3.2 Implementation Details.

In the experiments, the optimizer is Adam and the weight decay is 1e-3. The
learning rates is 0.0002, which is reduced by the “Poly” strategy. We resized the
input images to 320 × 320, and the batch size is 46. we adopted horizontal flips,
vertical flips and random crops as data augmentation. The pre-trained encoder
is ViT-B/16 pre-trained on 400 million image-text pairs [13]. Our method keeps
the pre-trained encoder frozen and only fine-tune the other parameters. The
dimension d in learnable prototypes is 256. We randomly select 20% or 30%
samples from the seen classes as the labeled data and use the remaining training
data as the unlabeled data. Code will be available. Training epoch is set to
50 to ensure convergence. Our framework is implemented with Pytorch and all
experiments are performed on an NVIDIA GeForce RTX 3090 GPU. Code will
be available at https://github.com/NKUhealong/OpenSSC.

3.3 Comparisons with SOTA Methods.

To demonstrate the effectiveness of our proposed method, we compare our method
against recent SOTA OSSL algorithms, including IOMatch [9], OpenMatch [14],
Safe-student [6], SSB [4], T2T [7] and Safe OSSL [10], and the results are shown
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Table 1. Comparisons of performance are conducted against other state-of-the-art
methods under various seen/unseen class splits and labeled ratios. FS and MT denote
fully-supervised and mean teacher.

Method

DDR ISIC2018
5 seen/1 unseen 5 seen/2 unseen

30% 20% 30% 20%
Acc recall Acc recall Acc recall Acc recall

Closed-set classification performance
Openmatch 66.46 52.29 65.34 52.54 75.03 62.30 74.23 60.13
T2T 70.98 57.46 67.35 54.34 77.99 64.47 74.46 62.74
Safe-student 71.56 56.22 66.56 55.12 77.56 64.72 74.23 62.54
Safe OSSL 69.34 56.35 66.93 54.73 78.65 65.02 75.01 63.67
SSB 70.21 57.80 67.64 54.68 78.24 65.74 75.21 63.02
IOMatch 71.48 58.10 68.98 55.45 79.67 65.23 75.35 63.21
OpenSSC 73.13 60.47 70.67 57.84 81.61 67.58 78.57 64.91

Open-set classification performance
Openmatch 46.34 37.55 44.29 35.24 68.23 50.36 64.32 44.72
T2T 49.76 40.23 46.89 37.88 71.12 53.24 67.46 49.56
Safe-student 48.74 39.57 46.12 37.21 69.23 52.58 67.89 49.64
Safe OSSL 49.24 41.12 46.34 37.13 70.12 52.34 67.41 49.35
SSB 48.39 40.34 47.73 37.76 70.87 52.98 68.34 50.32
IOMatch 50.39 41.78 48.67 38.21 71.41 53.46 68.23 50.63
OpenSSC 52.34 43.29 50.41 40.24 73.88 55.78 70.23 52.88

in Table 1. We compare with the SOTA method in two settings, one is open-set
(the test samples contain unseen classes), and the other is closed-set (the test
samples only contain seen classes). For closed-set classification, we can see that
SOTA methods achieved competitive results and our method achieved the best
results with 20% or 30% labeled data, outperforming the previous best results
by more than 1.5% in Acc and recall.

For open-set classification, the performance degrades when encountering out-
liers, OpenMatch [9] achieved poor performance because it has difficulty in de-
tecting outliers similar to inliers as discussed in their paper. The performance of
other methods is unsatisfactory as they encounter significant challenges of the
fine granularity in medical image classification tasks, often incorrectly identify
inliers and outliers. Our method leverage learnable prototypes and multi-binary
discriminator to represent each seen class and distinguish inliers and outliers,
and then adopt outlier filter to determine whether the test sample is inliers and
outliers, achieving the best results with different label ratios and seen/unseen
classes splits. All these results demonstrate the effectiveness and robustness of
our method in open-set and closed-set medical image classification problem.
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Table 2. Ablation studies of our proposed method with 30% labeled data on the two
datasets. A, B and C denote the multi-binary discriminator, learnable prototypes and
outlier filter, respectively.

index baseline A B C DDR ISIC2018
Acc recall Acc recall

E.1 X 46.25 39.34 69.55 50.37
E.2 X X 49.12 41.02 70.34 52.39
E.3 X X X 50.78 41.69 71.45 53.41
E.4 X X X X 52.34 43.29 73.88 55.78

3.4 Ablation Study.

In this section, we conduct ablation studies to investigate the effectiveness of our
proposed method on the two datasets. The baseline is MT [15] and the results
are reported in Table 2.
Effectiveness of multi-binary discriminator. For MT baseline, it does not
take into account outliers in unlabeled data, and it will confuse inliers with
outliers and thus affect the performance. From the results shown in Table 2,
after considering multi-binary discriminator (E.2), the model can learn whether
the current sample belongs to the specific seen class. Therefore, the model’s
ability to recognize all the seen classes can be improved.
Analysis of learnable prototypes. If we only consider the results of multi-
binary discriminator, it can not effectively learn the compact feature representa-
tion of seen classes. For medical images, they belong to fine-grained classification
tasks, where a substantial similarity exists between the seen and unseen classes.
It is necessary to learn compact seen-class prototypes. From the experimental
results E.3, the proposed learnable prototypes can effectively learn seen-class
distribution and distinguish the seen classes and outliers, which proves the ef-
fectiveness of learnable prototypes.
Analysis of outlier filter. From the results shown in Table 2, we can see that
the single component is not sufficient to improve the performance, and thus
we effectively integrate the two to form a joint outlier filter strategy, which can
effectively reduce the risk of misclassification. The experimental results E.4 show
that our method can effectively improve the Acc and recall. The ablation study
reveals that each proposed component has a positive impact on our method.
Analysis of threshold σ. The threshold σ determines whether a sample belongs
to inliers or not, and we analyses it in Table 3. We can see that this threshold
is robust to different datasets, the model achieves the best results when σ is set
to 0.4.

4 Conclusion

In this work, we explored a framework for open-set semi-supervised classification
for fine-grained medical images, and proposed learnable prototypes, multi-binary
discriminator and outlier filter to identify inliers and detect outliers. Our method
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Table 3. Ablation studies of σ with 30% labeled data on the two datasets.

dataset DDR ISIC2018
σ 0.3 0.4 0.5 0.3 0.4 0.5
Acc 51.12 52.34 51.36 72.79 73.88 72.32
recall 42.23 43.29 42.45 55.01 55.78 54.97

can learn compact seen-class features in a end-to-end way, reducing the impact
of unseen-class data on the performance and effectively improves the utilization
of unlabeled data. Our proposed strategy can be readily combined with different
model architectures like CNN and Transformer. The experimental results reveals
that it is a promising method in OSSL scenario and outperforms current state-
of-the-arts. Moreover, our method is versatile, allowing for application in both
open-set and closed-set scenarios during testing and serving as a flexible and
plug-and-play framework.
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