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Abstract. Current deep learning approaches in medical image regis-
tration usually face the challenges of distribution shift and data col-
lection, hindering real-world deployment. In contrast, universal medical
image registration aims to perform registration on a wide range of clin-
ically relevant tasks simultaneously, thus having tremendous potential
for clinical applications. In this paper, we present the first attempt to
achieve the goal of universal 3D medical image registration in sequential
learning scenarios by proposing a continual learning method. Specifically,
we utilize meta-learning with experience replay to mitigating the prob-
lem of catastrophic forgetting. To promote the generalizability of meta-
continual learning, we further propose sharpness-aware meta-continual
learning (SAMCL). We validate the effectiveness of our method on four
datasets in a continual learning setup, including brain MR, abdomen
CT, lung CT, and abdomen MR-CT image pairs. Results have shown
the potential of SAMCL in realizing universal image registration, which
performs better than or on par with vanilla sequential or centralized
multi-task training strategies. The source code will be available from
https://github.com/xzluo97/Continual-Reg.

1 Introduction

Medical image registration aims to estimate the optimal spatial transforma-
tion to align the structures of interest between a pair of fixed and moving images,
which is a fundamental task in medical image analysis and has been widely used
in disease monitoring, surgical navigation, and image diagnostics [6,17,18]. Over
the past decade, advancements in artificial intelligence (AI) and deep learning
(DL) technologies have significantly transformed the landscape of medical image
registration. DL-based methods have shown promising results in enhancing the
accuracy and efficiency of image registration [7]. However, two challenges exist
that hinder the real-world applications of DL-based methods.

The challenge of distribution shift. Due to the data-dependent nature
of DL algorithms, their performance significantly depends on how the data are
generated in specific contexts, at specific times. Therefore, most current learning-
based medical image registration methods are task-specific (e.g., anatomy- and
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appearance-specific), and thus can be performed only on data belonging to the
distribution of a single registration task [3, 8, 13]. When dealing with out-of-
distribution data, significant performance decay will occur.

The challenge of centralized data collection. In highly dynamic envi-
ronments like healthcare, data are typically sequentially collected over time. In
addition, the issue of data privacy makes it challenging to centralize the medical
data. Therefore, it is difficult to collect all data simultaneously to train a univer-
sal registration model for different tasks. Meanwhile, the problem of distribution
shifts occurs when sequentially learning on different datasets using current DL
methods, which can lead to catastrophic forgetting of previously learned tasks,
that is the performance degrades significantly after learning new data. Currently,
DL-based algorithms cannot be modified after approval for clinical use [16, 26],
thereby precluding the potential for achieving universal registration models. Con-
tinual learning (CL) methods aim to endow the ability to learn continuously to
DL models while reducing forgetting [15,23,24].

Toward Universal Medical Image Registration via Continual Learn-
ing. In stark contrast to current task-specific DL algorithms, universal medical
image registration is a general-purpose AI for medical imaging, which performs
registration on a wide range of clinically relevant tasks simultaneously while
maintaining its generalizability to unseen data, and thus has huge potential to
be applied to real-world clinics. To tackle the above challenges, we present the
first attempt to achieve the goal of universal 3D medical image registration by
proposing a CL method. The proposed method continually updates the reg-
istration network to adapt to new clinical environments and data and retain
the registration performance of old tasks at the same time. After sequential
training on all tasks encountered, the resulting network can perform well on all
tasks. Taking four tasks as an example, we illustrate the problem considered in
Fig. 1. Specifically, We utilize meta-learning with experience replay to mitigate
the problem of catastrophic forgetting. To promote the generalizability of meta-
continual learning, we further propose sharpness-aware meta-continual learning
(SAMCL) to seek a flat loss landscape. Empirical results on four medical image
registration datasets show the effectiveness of our proposed method.

2 Methodology

Image registration finds the spatial transformation ϕ : ΩF → ΩM that reg-
isters the moving image m : ΩM → R to the fixed image f : ΩF → R. Deep
learning-based registration methods parameterize the spatial transformation by
a neural network taking the image pair as the input with parameters θ, i.e.,
ϕθ = g(f,m;θ). Registration is achieved by optimizing the empirical risk, i.e.,

θ̂ = argmin
θ

E(f,m)∼D [L(ϕθ; f,m)] , (1)

where D = {(fi,mi)}Ni=1 is a training dataset drawn i.i.d. from distribution
P, and L(ϕθ; f,m) = D(f,m ◦ ϕθ) + R(ϕθ) is the loss function composed of a
dissimilarity measure D(·, ·) and a regularization term R(·).
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Fig. 1: Continual image registration. One can see that the image pairs differ
significantly in appearance and anatomy across tasks, i.e., serious distribution
shift, posing a major challenge to modern learning-based registration methods.

Collecting a centralized multi-task dataset for training a universal registra-
tion network is cumbersome and unrealistic in practice. In the context of lifelong
or continual learning (CL) [25], we train the registration network sequentially on
non-stationary datasets {D(t)}Tt=1, while achieving universal image registration.
This objective can be formulated into the following optimization problem

θ̂(K) = argmin
θ

K∑
t=1

E(f,m)∼D(t)

[
L(t)(ϕθ; f,m)

]
, ∀K ∈ {1, . . . , T} (2)

where L(t) is the loss function for the t-th dataset, and θ̂(K) are the optimal
network parameters for the K tasks that have been observed. When the model
learns from one individual dataset to another, it inevitably encounters the issue of
generalization toward new datasets and the forgetting of knowledge on previous
datasets due to distribution shifts. We propose the method SAMCL to alleviate
forgetting of the registration network while promoting its generalizability.

2.1 Sharpness-Aware Meta-Continual Learning (SAMCL)

This bi-directional temporal perspective between the past and the future has
motivated using meta learning as a means to achieve CL, a.k.a. meta-continual
learning (Meta-CL). Meta-CL relies on rehearsal that replays previous task sam-
ples using a small memory buffer and encourages transfer between past and cur-
rent samples. For instance, Meta Experience Replay (MER) [21] exploits the
Reptile algorithm [20], which essentially optimizes the following objective:

min
θ

E(f1,m1),...,(fb,mb)∼M

 b∑
i=1

L(ti)(ϕθ)−
α

2

i−1∑
j=1

∇θL(ti)(ϕθ) · ∇θL(tj)(ϕθ)


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where · is the inner product, M is a memory buffer of size b acquired by Ex-
perience Replay (ER) [22], and L(ti) is the registration loss for the image pair
(f,m) ∼ D(ti). Therefore, MER tries to find a gradient direction that can simul-
taneously minimize losses on all datasets using samples from the memory buffer.
Nevertheless, since the objective function for deformable image registration is
highly non-convex and there may exist numerous local minima [10], leading to
poor generalizability. Besides, its gradient w.r.t. the network parameters can
be very noisy and may not represent a direction minimizing the expected loss
E(f,m)∼P [L(ϕθ; f,m)]. Inspired by the recent progress in sharpness-aware min-
imization (SAM) which improves the generalizability of neural networks [5], we
hypothesize that integrating SAM into Meta-CL could enhance the performance
on continual image registration. This new approach optimizes the objective

minθ E(f1,m1),...,(fb,mb)∼M

[
b∑

i=1

(
L(ti)
sam(ϕθ)− α

2

i−1∑
j=1

∇θL(ti)
sam(ϕθ) · ∇θL

(tj)
sam(ϕθ)

)]
(3)

where L(ti)
sam(ϕθ) ≜ maxϵ:∥ϵ∥2≤ρ L(ti)(ϕθ+ϵ) and ρ ≥ 0 is a hyperparameter. The

motivation of SAM is to seek parameters that lie in neighborhoods having uni-
formly low loss value (rather than parameters that only themselves have low loss
value), thus simultaneously minimizing loss value and loss sharpness. To solve
the min-max optimization problem, the inner maximization problem is first ap-
proximated via a first-order Taylor expansion of L(ti)(ϕθ+ϵ) around ϵ = 0. By
solving a classical dual norm problem [5], we can obtain the solution

ϵ̂(θ) ≜ argmax
ϵ:∥ϵ∥2≤ρ

L(ti)(ϕθ+ϵ) ≈ argmax
ϵ:∥ϵ∥2≤ρ

{
L(ti)(ϕθ) + ϵ⊺∇θL(ti)(ϕθ)

}
= argmax

ϵ:∥ϵ∥2≤ρ

ϵ⊺∇θL(ti)(ϕθ) = ρ
∇θL(ti)(ϕθ)∥∥∇θL(ti)(ϕθ)

∥∥
2

.

(4)

As SAM seeks for flat local minima, there would be increasing possibilities

that the gradient ∇θL(ti)
sam(ϕθ) ≈ ∇θL(ti)(ϕθ)

∣∣
θ+ϵ̂(θ)

corresponds to the direc-

tion that minimizes the expected loss with ϵ̂(θ). Algorithm 1 summarizes the
proposed algorithm for sharpness-aware meta-continual learning. We achieve uni-
versal 3D medical image registration via CL on sequentially observed datasets.

We use the Large Kernel U-Net (LK-UNet) as the backbone with 16 kernels
in its first layer, which performed well on several registration tasks [12]. The
objective of proposed SAMCL is to retain the registration accuracy on observed
datasets after the network is sequentially trained by all the tasks, as well as
improve its generalizability on unseen domains.

3 Experiments and Results

Materials and Compared Methods. The experiments were performed on
four sequentially arrived datasets from the Learn2Reg challenges [9], in order
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Algorithm 1: Sharpness-Aware Meta-Continual Learning (SAMCL)

Data: Training image pairs D(t) = {(fi,mi)}Nt
i=1, t = 1, . . . , T ;

Input: Learning rate α, meta-learning rate β, neighbourhood size ρ, batch
size s;

Output: Trained network parameters θ̂(T );

1 Initialization: randomly sample θ̂(0); set memory bufferM = ∅;
2 for t = 1, . . . , T do

3 Initialize batches Bt = {(fi,mi)}bti=1; initialize θ ← θ̂(t−1);
4 for i = 1, . . . , bt do
5 θ0 ← θ; Bi ← (fi,mi);
6 for j = 1, . . . , s do

7 Compute ϵ̂(θ) = ρ∇θL(t)(ϕθ ;Bi[j])/∥∇θL(t)(ϕθ ;Bi[j])∥2;
8 Update parameters θ ← θ − α∇θL(t)(ϕθ;Bi[j])

∣∣
θ+ϵ̂(θ)

;

9 M←M∪ {(fi,mi)}; // Reservoir sampling memory update

10 Bi ← sample(M); // sample from the memory buffer

11 Compute ϵ̂(θ) = ρ∇θL(ti)(ϕθ ;Bi)/∥∇θL(ti)(ϕθ ;Bi)∥2;
12 Update parameters θ ← θ − α∇θL(ti)(ϕθ;Bi)

∣∣
θ+ϵ̂(θ)

;

13 θ ← θ + β(θ − θ0); // meta-learning update

14 θ̂(t) ← θ;

15 return θ̂(T ).

of OASIS (brain MRI, inter-subject) [19], Abdomen CT-CT (inter-subject) [27],
NLST (lung CT, intra-subject) [4], and Abdomen MR-CT (intra-subject) [4,27].
The tasks were assigned as in Fig. 1, varying in image modalities and ROIs.
All image volumes were resampled to spacing of 2 × 2 × 2 mm for the OA-
SIS and 3 × 3 × 3 mm for the other datasets, and then cropped/padded to
size of 112 × 96 × 112. The number of training/validation/test images for each
task is 290/40/84 (OASIS), 21/3/6 (Abdomen CT-CT), 294/42/84 (NLST), and
80/9/16 (Abdomen MR-CT). The intensity range of CT images was clipped to
[−200, 300] to cover abdominal organs. All images were linearly normalized to
[0,1] as network input (for CT images this was after intensity clipping). To
promote fair comparison across compared methods, no data augmentation was
performed on the training set. We compared the proposed SAMCL with dif-
ferent baselines, including (i) independent learning on each task using different
models, (ii) multi-task learning on all tasks using a single model, (iii) vanilla
sequential learning over all tasks using a single model, and (iv) previous CL
methods EWC [15], SI [28], GPM [24], and MER [21]. Note that independent
and multi-task learning can be the upper bounds for task-specific performance
and average performance of all tasks, respectively.

Evaluation Metrics and Implementation Details. The quality of registra-
tion was evaluated by anatomical labels or landmarks. For the OASIS, Abdomen



6 B. Wang, et al.

Table 1: Evaluation metrics for universal medical image registration on the OA-
SIS/Abdomen CT-CT/NLST/Abdomen MR-CT datasets, respectively. The re-
sults for NLST in terms of TRE are marked in italics. Better performance of
SAMCL than other methods is indicated by underlining. Note that the NLST
data were evaluated by TREs in millimeters. Statistical significant difference in-
dicated by a paired t-test for p < 0.05 was marked by asterisks.

Method AVG Dice↑/TRE (mm)↓ BWT Dice↑/TRE (mm)↓

None 0.598*/0.311*/7.932*/0.353* —
Independent 0.738*/0.335*/3.259*/0.550 —
Multi-task 0.743*/0.358/2.662*/0.506 —

Sequential 0.348*/0.270/6.922*/0.568 -0.395*/-0.129*/3.508*/0
EWC [15] 0.659*/0.364*/3.836/0.506 -0.083*/-0.011*/0.386/0
SI [28] 0.461*/0.303*/8.186*/0.555 -0.281*/-0.084*/4.685*/0

GPM [24] 0.458*/0.290*/7.095*/0.556 -0.281*/-0.085*/3.574*/0
MER [21] 0.698/0.331*/3.611*/0.532 -0.036/-0.040/0.077*/0

SAMCL 0.697/0.352/3.855/0.563 -0.037/-0.039/0.306/0

CT-CT and MR-CT datasets, the average Dice similarity coefficient (DSC) was
computed on 35, 13, and 9 corresponding labels, respectively. For the NLST
dataset, we use the target registration error (TRE) in millimeters on corre-
sponding landmarks as the evaluation metric. Denoting Ri,j as the average met-
ric evaluated on task j by the model trained right after task i, we report the
average performance (AVG) and backward transfer (BWT) defined as

AVGi ≜ RT,i, BWTi ≜ RT,i −Ri,i. (5)

AVGi refers to the performance of the registration network on test images of
task i after learning all tasks, while BWTi signifies the forgetting of task i, i.e.,
the performance decay caused by subsequent tasks. Experiments were conducted
using PyTorch on an NVIDIA RTXTM 3090 GPU. For each task, training was
performed for 10000 iterations by the Adam optimizer [14] with a learning rate of
1×10−4. The batch size was set to 4. The memory buffer size of SAMCL was set
to 200 while the meta-learning rate was chosen as 0.25. The ρ parameter of SAM
was set to 0.05 as it produced the best performance. Besides, since the images
from different tasks are annotated by different labels, the loss function for each
task also varies. Specifically, for the OASIS, Abdomen CT-CT and Abdomen
MR-CT tasks the loss function consists of a negative local normalized cross-
correlation (LNCC) with window size of 3 [2] and a soft dice loss [11], while for
NLST images the loss function comprises a negative LNCC and a landmark dis-
tance loss based on TRE. The registration is performed symmetrically between
the fixed and moving images using a diffeomorphic transformation parameterized
by stationary velocity fields. A regularization term composed of membrane and
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Fig. 2: Registration results on an exemplar OASIS and Abdomen CT image
pair using different training strategies. The top row visualizes the difference
map between the fixed image and the registered moving image. Note that CT
intensities were clipped to the range [−200, 300].

bending energy is also included to enforce deformation smoothness [1], whose
weights were set to 1 during training.

Comparison Study. Table 1 presents the results of the comparison study.
In terms of average registration accuracy (AVG Dice/TRE), SAMCL outper-
formed previous CL methods like EWC, SI and GPM on at least one of the four
tasks. Note that for the Abdomen CT-CT task, both independent and multi-
task learning can only achieve minor improvement due to the scarcity of training
data and large inter-subject deformations. In terms of backward transfer (BWT
Dice/TRE) which indicates the stability and robustness to knowledge forgetting
of a model, SAMCL achieved significant improvement over sequential training
and performed better than or on par with previous CL methods, which demon-
strates its advantage in a continual learning setup.

Furthermore, SAMCL performed comparable to independent training and
centralized multi-task learning, indicating its potential for universal image reg-
istration.Fig. 2 visualizes an exemplar registered image pair from the OASIS
and Abdomen CT data using different training strategies, where SAMCL out-
performed previous CL methods and achieved comparable performance to cen-
tralized multi-task training. Please refer to the supplementary material for more
visualization of the results.

Ablation and Generalization Study. Fig. 3(a) performs the ablation study
on using different memory buffer sizes for our proposed SAMCL. One can observe
that for the first three tasks (OASIS, Abdomen CT-CT and MR-CT), increas-
ing buffer size has a positive effect on the registration accuracy. This is because
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(a) Ablation study.

In-domain Generalization Out-of-domain Generalization

(b) Generalization study.

Fig. 3: Ablation and generalization study of the proposed SAMCL on (a) using
various memory buffer sizes for experience replay, and (b) using sharpness-aware
minimization (SAM) for in- and out-of-domain generalization tasks.

using a larger memory size improves the preservation of knowledge on previous
tasks. We also investigate the effectiveness of the sharpness-aware minimization
(SAM) in terms of its performance gains for in- and out-of-domain generalization,
where a model trained by early tasks is tested on unseen data from later tasks.
Fig. 3(b) presents the bar plots for different generalization tasks with or without
SAM. The result shows that for both in-domain (Abdomen CT-CT/MR-CT)
and out-of-domain (Abdomen CT-CT to MR-CT, Abdomen CT-CT to NLST,
OASIS to NLST) generalization tasks, our model equipped with SAM outper-
forms the vanilla Meta-CL without SAM, highlighting the advantage of SAMCL
as a training strategy for simultaneously improving model generalizability.

4 Conclusion and Discussion

In this paper, we introduce the first effort toward accomplishing the goal of
universal 3D medical image registration through a continual learning approach.
We utilize meta-learning with experience replay to tackle the catastrophic for-
getting problem. We propose to use sharpness-aware training to enhance the gen-
eralization performance. Empirical results show that the proposed method can
achieve promising registration performance, comparable to centralized multitask
and independent training strategies. The sequence in which tasks are presented
to the model may affect the universal registration performance. In future work,
we will evaluate the task order robustness of SAMCL with more datasets from
different modalities and anatomies.
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